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ABSTRACT 

This article explores the emerging legal challenges and responsibilities associated with the use 
of artificial intelligence (AI) in mergers and acquisitions (M&A). As AI tools increasingly 
support key aspects of M&A transactions—particularly due diligence—their imperfect nature 
raises significant legal implications for both external actors (tool providers, service providers) 
and internal corporate governance (boards of directors). Drawing on comparative legal 
analysis across German, French, English, Belgian, and US (notably Delaware) jurisdictions, 
the article examines liability thresholds, contractual standards, and fiduciary duties implicated 
by AI deployment. It argues that the validity of M&A agreements may be undermined by reliance 
on flawed AI-generated information, especially when due to misinformation by the seller. It 
further examines the potential liability of AI tool and service providers in such cases and 
considers how contractual clauses and risk allocation influence these assessments. Regarding 
corporate governance, it scrutinizes how AI impacts the informational duties of directors and 
the standard of judicial review applied to their decisions, including the Delaware business 
judgment rule. The article concludes with best-practice recommendations to mitigate 
shareholder exposure, emphasizing AI system selection, supervision, and explainability as key 
legal safeguards. 

Keywords: artificial intelligence, mergers and acquisitions, corporate law, technology law, 
liability law, contract law 

INTRODUCTION 

This article assesses the legal implications and risks associated with deploying artificial 
intelligence (AI) in the mergers and acquisitions (M&A) process. AI is increasingly being used 
to drive the overall effeciency and profitability of M&A deals.3 In 2025, it was reported by 
Deloitte that 97% of its responding companies and private equity firms have used AI, data 
analytics and other automation technologies to support the M&A due diligence process, up from 
69% in 2022.4 For other M&A aspects such as target selection and post-merger integration, 
some surveys indicate that approximately 80% of M&A professionals anticipate an overall AI 
adoption in the near future.5 Considering the prevalance of AI in this field, this article offers a 
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Columbia Law School for cultivating though-provoking discussions on this topic, in addition to Fulbright and the Belgian 
American Educational Foundation for their support that made this research possible. 
3 Siebecker 2019, pp. 108–110. 
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timely and essential legal analysis, covering German, French, English, Belgian, and American 
law, with particular focus on Delaware as corporate law precursor. 

Beginning with an introduction to AI and its actual and potential use in M&A transactions, the 
article turns to the legal implications of such deployment. A key characteristic of AI systems is 
that, like humans, they are inherently imperfect. The increasing use of AI thus entails a risk of 
erroneous output and potentially undesirable transactions. This shifts responsibility to the 
human actors, prompting assessments of how they selected and deployed the relevant AI tools. 
This includes factors such as system accuracy, explainability, and the extent of human oversight. 

The article evaluates the applicable legal thresholds in both external and internal contexts. 
Externally, it examines the obligations of AI tool providers—where the buyer-company 
implements the tool themselves—as well as service providers, such as law firms, that use AI in 
delivering their services. It also considers the legal consequences of completing a transaction 
based on incorrect AI-generated information, including the possibility of invalidating such 
transactions. 

Internally, the article explores the potential liability of board members who rely on AI tools, 
towards the company and its shareholders. This includes an analysis of both the informational 
standard of conduct expected of them, and the standard of review applied by courts. 

The resulting in-depth legal analysis yields significant insights into the regulatory regimes and 
the broader legal impact of AI on M&A transactions. It underscores key differences and 
commonalities in the external versus internal effects of AI deployment. Ultimately, it suggests 
that many of the associated risks are likely to fall on shareholders of acquiring companies. 
Based on this conclusion, the article proposes measures these companies can adopt to mitigate 
such risks. 

AI-SUPPORT OF M&A TRANSACTIONS 

ARTIFICIAL INTELLIGENCE 

To begin, it is crucial to have a proper understanding of AI systems, their capabilities, and their 
limitations. The definition of artificial intelligence has a long history,6 often beginning with 
references to human intelligence (i.e., anthropocentrism).7 While such definitions are still 
occasionally used today, 8 they have largely been abandoned for legal purposes. 

In a legal context, the definition proposed by the European AI Act is particularly useful.9 Rather 
than emphasizing the abstract criterion of simulating human intelligence, it focuses on the 

 
6 See notably McCarthy et al., 2014.  
7 McCarthy et al., 2014; Goldberg 1990, p. 673 (“thinking computers”). 
8 Grossman, Cormack 2014, p. 87; Van Oostrom-Streep 2017, p. 563; Scheau et al. 2018, p. 12; Yu and Ali 2019, p. 2; Linke 
2021, p. 27. 
9 See Article 3 (1) of the European AI Act. 
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independence or autonomy of AI systems.10 A system qualifies as an AI system when it, inter 
alia, determines on its own what output to produce for a given input.11 

A widely used technique to achieve this independence or autonomy is machine learning.12 
Machine learning refers to AI techniques that enable a system to learn by itself what constitutes 
a good output for a given input.13 For example, by processing numerous classified data samples, 
the system can derive its own statistical rules for classifying new data.14 This allows an AI 
system to, for instance, assist in identifying change of control clauses within large document 
sets.15 It is important to note that AI’s "decision-making process" generally does not resemble 
human conceptual decision-making.16 Instead, it relies entirely on mathematical correlations 
within the data.17 As a result, AI systems do not necessarily align with human intuition or 
reasoning but instead apply a more direct statistical approach.18 

The autonomy of existing AI systems is nuanced. While these systems can often perform 
exceptionally well—and autonomously—within a specific targeted application, their autonomy 
remains strictly limited to those applications. This is why current AI is often referred to as 
“weak”.19 This distinction helps differentiate it from a potential future generation of AI systems, 
known as “strong”20 or “artificial general intelligence”,21 which would be capable of acting 
autonomously across any context, much like a human22—although some use that notion far 
more leniently.23 The latter is currently impossible,24 and some do not expect this to change.25 

Among today’s “weak” AI systems, there are significant differences in autonomy. Some AI 
systems take on a more supportive role, requiring a human to be present and/or authorise the 
final decision.26 These systems can assist board members in executing practical or 

 
10 See Article 3 (1) AI Act (“a machine-based system that is designed to operate with varying levels of autonomy and that may 
exhibit adaptiveness after deployment, and that, for explicit or implicit objectives, infers, from the input it receives, how to 
generate outputs such as predictions, content, recommendations, or decisions that can influence physical or virtual 
environments”); European Commission, 2024.. 
11 See Article 3 (1) AI Act; European Commission, 2024.  
12 Also see Kowert 2017, p. 183; Surden 2019, p. 1317-1318; Ebers 2021, p. 206. 
13 Kirn, Mûller-Hengstenberg 2014, p. 229; Specht, Herold 2018, p. 40. Also see Article 3(1) AI Act (on inference). 
14 Surden 2014, p. 89; Ashley 2017, p. 234; 2; Surden 2019, p. 1311. Also see Calo 2018, p. 185.  
15 See, e.g., Baumgartner, 2024.  
16 Katz 2013, p. 918; Giuffrida et al. 2018, p. 755; Surden 2019, p. 1315. 
17 Giuffrida et al. 2018, p. 766; 2; Surden 2019, p. 130. 
18 Surden 2014, p. 95. 
19 De Neef, Colson 2018, p. 9; Frye 2018, p. 18; Merabet 2020, p. 21; Kuntz 2022, p. 183. 
20 Meneceur, Barbaro 2019, p. 277 ff; Kuntz 2022, p. 183. 
21 Buyers 2018, p. 6; Haney 2018, p. 152; Milton et al. 2018, p. 1; Weaver 2018, p. 202; Linarelli 2019, p. 331; Reinbold 2020, 
p. 874 
22 Goldberg 1990, p. 673, note 116; Elias 2015, p. 87; Frye 2018, p. 19; Mcginnis 2018, p. 42; S.K. 2019, p. 41; Henderson 
2019, p. 3. 
23 Particularly AI companies are sometimes eager to stress the “general” or “AGI” nature of the autonomy of their AI system 
cabilities—although they squarely fall in the “weak” category by the strict terminology deployed here. 
24 Elias 2015, p. 72; Buyers 2018, p. 6; Frye 2018, p. 19; Weaver 2018, p. 202; Henderson 2019, p. 7-8; Linarelli 2019, p. 331; 
Kleczewski 2020, p. 516; Naudé, Dimitri 2020, p. 368; Reinbold 2020, p. 874; Savary, Reuter 2020, p. 271; Feldman, Stein 
2022, p. 102. 
25 E.g., Mcginnis 2009, p. 369. 
26 In that sense, many supportive tools facilitate human review of their analysis, by pinpointing the source of the 
information/clause for their users. 
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administrative tasks (“assisted intelligence”),27 or augment board decision-making by serving 
as an information source to business judgments (“augmented intelligence”).28 Others are less 
dependent on human validation but may still require a human to be available for potential 
intervention. AI-powered autonomous vehicles that require a human to be present (“hands on 
the wheel”) are a clear example.29  In a corporate context, this could even take the form of so-
called “autonomous intelligence”, i.e., AI systems entrusted with limited governance tasks 
through a delegation of powers, supervised by human directors.30 

A highly sophisticated type of autonomous intelligence concerns so-called AI “agents” which 
operate with minimal or no human supervision,31 such as robo-directors.32 While such AI agents 
are intriguing, our focus will mainly be on systems that rely more closely on human oversight. 
This is based on the observation that today’s M&A-related tasks are primarily supported by 
assistive AI tools rather than fully autonomous agents.33  

AI systems can be used for various reasons—in M&A transactions and beyond. One key reason 
is that they can outperform humans in certain instances.34 A human using an AI tool can thus 
achieve better results than a human without AI assistance. While some media reports—often 
alarmist—argue that AI systems are (not) well-suited to replace humans,35 this argument is 
misplaced. Given the current state of AI development and practical deployment, the relevant 
comparison is between humans responsibly36 using AI systems and humans working without 
them, rather than between AI and humans themselves.37 This need for human involvement or 
supervision is also emphasized by the European AI Act for high-risk systems.38 

 
27 See on assisted intelligence and similar autonomy categories: Kolbjørnsrud, Amico, Thomas 2016; Rao 2016; Agarwal et al. 
2018; Petrin 2019, p. 980–981; Siebecker 2019, p. 105; Hilb 2020, p. 861; Kreutzer, Sirrenberg 2020, p. 12–13; Drukarch-
Villaronga 2022, p. 355. 
28 See on augmented intelligence and similar autonomy categories: Kolbjørnsrud, Amico, Thomas 2016; Rao 2016; Agarwal, 
Bersin, Lahiri, Schwartz, Volini 2018; Petrin 2019, p. 981–982; Enriques, Zetzsche 2020, pp. 66–67; Hilb 2020, p. 861; 
Kreutzer, Sirrenberg 2020, p. 12–13; Hickman, Petrin 2021, p. 600; Raisch, Krakowski 2021, p. 194; Drukarch-Villaronga 
2022, p. 355. 
29 Some legal systems explicitly require humans to be present in autonomous vehicles in a similar capacity, see, e.g., Kasap. 
2023, p. 342. 
30 See on autonomous intelligence and similar autonomy categories: Kolbjørnsrud, Amico, Thomas 2016; Rao 2016; Möslein 
2018b, p. 663–666; Petrin 2019, p. 982–983; Drukarch-Villaronga 2022, p. 355; Weber et al. 2023, p. 43. 
31 E.g. Herbosch 2025, p. 397. 
32 See on robo-directors: Möslein 2018b, p. 663–666; Gramitto Ricci 2020, p. 900–906; Armour, Eidenmüller 2021, pp. 176–
177. 
33 Nevertheless, our conclusions can be readily extended to such more autonomous agents deployed in a supportive capacity. 
34 Calo 2018a, p. 1124; Hamdani, Hashai, Kandel, Yafeh 2018, p. 229; Kolber 2018, p. 205; Matsuzaki 2018, p. 255-273; 
Möslein 2018a, p. 209; Hatfield 2019, p. 1060; Samek, Müller 2019, p. 5-6; Cattoor et al. 2020, p. 8; Fierens et al. 2020-21, p. 
964. 
35 See, particularly in a legal context, e.g., Hessie Jones, “Risk Or Revolution: Will AI Replace Lawyers”, 
https://www.forbes.com/sites/hessiejones/2025/03/20/risk-or-revolution-will-ai-replace-lawyers/. 
36 See, e.g., Cecco, 2024.  
37 See similarly Rose, 2023.  
38 Article 14 AI Act. 
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While AI performance is often impressive and can help cut costs and save time39—also in an 
M&A context—these systems also present significant challenges. First, as is evident from our 
description of AI independence and autonomy, the outputs these systems produce are not 
predetermined by their programmers. As a result, the programmer cannot anticipate the system's 
response in a given instance.40 AI systems are thus largely unpredictable.41 

Second, AI systems base their decisions on mathematical and often statistical processes that do 
not necessarily resemble human reasoning (supra).42 Consequently, it can be difficult to 
conceptualize their decision-making process or even to grasp the mathematical logic behind 
it.43 This challenge is captured by describing AI systems as opaque, unexplainable black 
boxes.44 It is important to note that this issue goes beyond a mere lack of transparency.45 In 
theory, a programmer could reveal the mathematical processes underlying the system's 
decision-making. However, the real challenge lies in the fact that it is often difficult—if not 
impossible—for a human to conceptually understand the rationale or role of all relevant 
calculations.46 To put this into perspective, some of the most widely used AI models, 
particularly deep-learning models, involve millions or even billions of calculations to transform 
input into output.47 

This issue is, to some extent, mitigated by the fact that human decision-making is also often 
difficult to explain.48 Nevertheless, the European Union has sought to limit the impact of this 
obstacle by requiring that all high-risk AI systems be explainable to a reasonable extent.49 The 
exact scope of this requirement remains unclear.50 In any case, systems can be made more 
explainable either by integrating explainability into the system from the outset (ab initio)51 or 
by adding it later (ex post),52 a distinction we will explore further. 

 
39 This relates more generally to the fact that these systems also present many of the advantages of “traditional” automation, as 
discussed below. 
40 Yu, Ali 2019, p. 5. 
41 Deeks 2019, p. 1829; Yu, Ali 2019, p. 5; Fierens, Van Gool, De Bruyne 2020-21, p. 965. Also see Spindler 2019, p. 126; 
Selbst 2020, p. 133. 
42 In that sense, current AI is often called “subsymbolic”, see Mitchell 2020, p. 12. 
43 Karnow 2017, p. 137; Rebala et al. 2019, p. 2. Also see Australian Human Rights Commission, 2021, p. 63. 
44 Bathaee 2017, p. 897; Hatfield 2019, p. 1118 note 278; Rebala, Ravi, Churiwala 2019, p. 2; Samek, Müller 2019, p. 6; Yu, 
Ali 2019, p. 5; De Cooman 2020, p. 92; Fierens, Van Cool, De Bruyne 2020-21, p. 963–964; 74; Kreutzer, Sirrenberg 2020, 
pp. 11–12; Solow-Niederman 2020, p. 657; Devillé et al. 2021, p. 10; Price, Rai 2021, p. 779; Stein 2022, p. 1005. 
45 See Karnow 2017, p. 137; Rebala et al. 2019, p. 2. 
46 Karnow 2017, p. 137. 
47 See in this sense Giuffrida et al. 2018, p. 755; Körner 2020, p. 46. 
48 See, e.g., Simon 2004, p. 511 ff; Friedenberg, Silverman 2006, p. 85 ff; Seaman 2008, p. 427; Abnar et al. 2019, p. 1 ff. 
49 Article 13 AI Act (without using the term “explainable”, rather using the notion “transparency”—“to ensure that their 
operation is sufficiently transparent to enable deployers to interpret a system’s output and use it appropriately”). 
50 See, e.g., Corrêa 2024, pp. 347–350. 
51 Du et al. 2020, p. 69; Kamath, Liu 2022, p. 16. 
52 Du et al. 2020, p. 69-70; Rai 2020, p. 138; Kamath, Liu 2022, p. 17. A popular method is to deploy counterfactuals, see 
Bobek et al. 2021, p. 40 ff; Gianfagna, Di Cecco 2021, p. 83 ff. 
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Third, AI systems are inherently imperfect.53 It is impossible to create an AI system that 
produces only “ideal” outputs.54 Without delving into the various causes of this,55 it is a 
fundamental reality that must be acknowledged. When an AI system generates erroneous 
outputs that lead to harm or undesirable consequences, it is thus not always a valid response to 
argue simply that the system should have performed “better”.56 There is an inherent limit to 
how well AI systems can function, with further improvements coming at an increasingly high 
cost.57  

A particularly challenging aspect of AI is that its statistical reasoning process means its errors 
do not necessarily resemble human mistakes.58 More specifically, AI systems do not adhere to 
human-conceptual boundaries, which allows them to make errors that are egregious by human 
standards.59 Such manifestly incorrect outputs can even arise from seemingly insignificant 
variations in input data.60 

These and other risks have prompted the White House to adopt a Blueprint for an AI Bill of 
Rights,61 and the European Commission to develop the extensive AI Act.62 The latter imposes 
numerous requirements on AI systems, particularly those classified as high-risk. However, it is 
important to note that the AI tools discussed in this contribution do not necessarily fall within 
the scope of high-risk systems.63 

OPPORTUNITIES FOR MERGERS AND ACQUISITIONS 

AI offers various opportunities for M&A transactions.64 On a general level, the benefits are 
twofold. AI systems can help automate tasks, saving time and labour costs for human 
deployers,65 which may also result in lower fees for third parties. This is beautifully illustrated 
by a Canadian court case in which the court decided to lower the fee a lawyer could charge, 
reasoning that he would have spent less time on the case if he had used AI tools.66 Additionally, 
the high performance quality of some AI systems (supra) may help prevent or correct human 
errors. 

 
53 Greenblatt 2016, p. 48. See similarly, Shariff et al. 2017, p. 695; Choi 2019, p. 86 (discussing software more generally). 
54 Greenblatt 2016, p. 48. Also see Chagal-Feferkorn 2019, p. 84; Selbst 2020, p. 1318. See similarly Shariff et al. 2017, p. 695. 
55 These can, for example, relate to the training data used, the chosen model, or more broadly to the fact that the system is 
deployed in a probabilistic context. 
56 Furthermore, it may be unclear what “better” means for a given AI system, as various metrics are available, see, e.g., 
Herbosch 2025, p. 429-430. 
57 See Thompson et al. 2021, p. 55; Majot, Yampolskiy 2017, p. 148. 
58 E.g., Nguyen et al. 2015, p. 427 ff.  
59 See for a painful illustration, Lohr, 2018. 
60 E.g., by changing a single pixel in an input image, see BBC News 2017.  
61 Office of Science & Technology Policy, 2022.  
62 Also see Expert Group on Liability and New Technologies, 2019. 
63 See Article 6 of the AI Act. 
64 See generally Siebecker 2019, p. 107; Chanda 2021; Kostas 2022, pp. 145–159. 
65 Superior Court of Justice Ontario November 22, 2018 (Cass v. 1410088 Ontario Inc., 2018 ONSC 6959), 
http://canlii.ca/t/hw728; Brown 2015, p. 226; Bonnaffé 2018, p. 868; Naudé, Dimitri 2020, p. 367. 
66 Superior Court of Justice Ontario 22 November 2018 (Cass v. 1410088 Ontario Inc., 2018 ONSC 6959), 
http://canlii.ca/t/hw728. 
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These benefits present themselves across various tasks during M&A transactions. In a 
preliminary phase, these tools can help early-stage investors and asset managers assert the value 
or desirability of a potential target company or its assets,67 shifting the M&A selection 
procedure away from intuition and influence of interpersonal relationships to a more 
quantitative process.68 Similarly, AI systems can be used to help draft relevant contracts.69 Other 
AI tools can support negotiations,70 or can help communicate relevant information to 
prospective buyers through an AI-powered chatbot-like interface.71 

Despite these numerous opportunities, the most commonly used AI applications in practice 
today focus on supporting the due diligence analysis.72 The latter category includes tools that 
help detect potential liabilities or problematic contractual clauses within the vast number of 
documents provided by the target company (seller), in an attempt to reduce the information 
disadvantage of the acquiring or merging company.73 When performed manually, this task is 
often highly expensive, labour-intensive and time-consuming.74  

AI tools can facilitate both the structured and unstructured aspects of the due diligence 
analysis.75 They can rapidly extract crucial information from structured data76 and flag potential 
issues in unstructured data77. While AI tools are not a substitute for a qualified professional in 
either area (supra), they offer valuable support by identifying liabilities or risks that a 
professional might overlook or by quickly highlighting major issues. A qualified professional 
can then verify the AI system’s findings. Most of these tools are designed with the expectation 
that a human professional will conduct such a review, which is precisely why more autonomous 
M&A agents are not the primary focus of this contribution. 

It is important to note that the use of such tools may require the seller’s approval. Deploying AI 
tools to analyse these documents typically necessitates either their integration into the virtual 
data room itself or explicit permission from the seller to download the documents and upload 
them into the AI tool’s environment. 

AI tools in M&A context can also help the board of directors comply with specific fiduciary 
obligations that jurisdictions might impose. For instance, according to the Lyondell and Revlon 

 
67 See, e.g., Turner 2017; Choe, Hahn, Rabbitt-Tomita 2018; Ellencweig 2024.  
68 European Securities and Markets Authority 2023, pp. 5–9. 
69 Betts, Jaep 2017, p. 217 ff; Hricik et al. 2017, p. 468 (“augmented drafting services”); Lipshaw 2018, p. 136; Sartor 2018, 
p. 271. 
70 See, e.g., consideration AG of European Parliament, Resolution on Civil Law Rules on Robotics, P8_TA(2017)0051, 16 
February 2017, https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52017IP0051.  
71 On the legal implications of such deployment of AI-powered chatbots, see more extensively Herbosch 2024, p. 1. ff. 
72 Lauritsen 2017, p. 68; Semmler, Rose 2017, p. 86; Hansson 2018, p. 13-14; Walters, Wright 2018, p. 18; Colloway 2019, p. 
42-43 (future); Sapkota et al. 2020, p. 218-219; Mebius 2020, p. 30. 
73 See, e.g., Piehler 2007, p. 13; Lietke 2009, p. 57; Gencheva, Davidavičienė 2016, pp. 19–21; Wangerin 2019, pp. 2348–2349. 
74 See, e.g., Lajoux, Elson 2010, pp. 3–7. 
75 The structured component entails the review of documents, while the unstructured component involves investigating 
implicated facts and interviewing relevant parties. See Remus, Levy 2017, p. 517. 
76 For instance, Kira Legal can be used to analyse the contractual obligations of the target, by identifying clauses such as those 
based on a change of control. See Remus, Levy 2017, p. 517; Armour, Parnham, Sako 2021, p. 68; Armour, Sako 2021, p. 8. 
77 For instance, the start-up Neotas uses AI to run background checks on management teams by scraping data from the internet. 
See Choe, Hahn, Rabbitt-Tomita 2018. 
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cases, the duty of good faith requires Delaware directors to attain the best price for a (merger) 
transaction,78 or to maximize the short-term value of the company when a hostile takeover is 
imminent.79 A knowing and complete “utter failure” to achieve the best deal might result in a 
breach of duty.80 To help build the case that they properly discharged this obligation, the 
directors might benefit from relying on an AI model that uses market data to analyse a certain 
transaction and investigate the plausibility of alternatives.81 The latter may help them in their 
defence against complaints about the transaction, as the Delaware Supreme Court requires them 
to conduct “a market check” or to “demonstrat[e] an impeccable knowledge of the market”.82 

At the same time, the imperfections of AI systems are fully evident in the domain of M&A. It 
is not only possible, but inevitable—if these systems are deployed frequently enough—that AI 
tools may attribute an incorrect value to a purchase target, identify poor targets, draft an 
imperfect contract, or disrupt negotiations. Similarly, due diligence tools carry the risk of 
incorrectly flagging harmless contracts or clauses as problematic or failing to detect critical 
provisions, such as a highly significant hostile takeover clause. Rather than dismissing these 
tools outright—after all, a junior associate might make similar mistakes—this highlights the 
critical importance of proper tool selection and supervision. 

Each of these instances raises important legal questions, both concerning the internal decision-
making process of the buyer and regarding their “external” relationships, such as with the 
provider or deployer of the tool. More broadly, it prompts an inquiry into whether legal 
doctrines such as mistake or misrepresentation might apply and to what extent these can be 
excluded by the commonly used representations and warranties in M&A transactions. It also 
raises questions about the informational duties that the internal decision-making bodies of both 
transaction parties must adhere to. We will explore these questions below, beginning with the 
external legal exposure associated with the use of AI M&A tools. Our overarching objective, in 
both the external and internal discussion, is to distill best practices that maximise legal 
protection for all parties involved. 

EXTERNAL IMPLICATIONS OF AI-SUPPORTED TRANSACTIONS 

PROVIDERS & DEPLOYERS 

With regard to the external relations of the buyer relying on erroneous AI output in the context 
of an M&A transaction, two parties come to mind. First, there is the party that provided the AI 
tool that the buyer used. Second, the buyer may not have used the tool directly themselves, but 
may have hired an external party—such as a legal professional or consultant—to assess some 
aspects of the transaction for them. In case the latter relied on erroneous AI output, this raises 
the question of their liability. We will generally discuss both as if the buyer of the M&A 

 
78 Lyondell Chemical Co. v. Ryan, 970 A.2d 235, 242–243 (Del. 2009). There is no similar case law in Belgium, the UK or 
Germany, as these jurisdictions generally require the board to balance all stakeholder interests in case of a company sale. 
79 Revlon, Inc. v. MacAndrews & Forbes Holdings, Inc., 506 A.2d 173 (Del 1986). See also Velasco 2019, p. 72. 
80 Lyondell Chemical Co. v. Ryan, 970 A.2d 235, 243–244 (Del. 2009). 
81 Cowger 2022-23, p. 171. 
82 Lyondell Chemical Co. v. Ryan, 970 A.2d 235, 243 (Del. 2009). 
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transaction is relying on the tool, but the discussion applies similarly if the tool—e.g., a 
negotiation tool—is used by the seller. 

I. PROVIDERS 

First, let us consider the scenario in which the buyer deployed an externally developed AI tool 
in-house. A key consideration—one to which we will return later—is whether the buyer was 
justified in relying on the AI tool’s output in the first place. For now, we will examine whether 
the buyer may hold the AI tool provider liable for the tool’s undesirable performance. 

A critical factor in this analysis is that AI systems are inherently imperfect (supra). As a direct 
consequence, the mere fact that an AI tool generated erroneous output does not, in itself, 
establish that the provider failed to supply an adequate tool.83 Any AI tool will produce some 
degree of erroneous output. This issue and its broader implications are central to many 
discussions on AI-related liability,84 though we will not explore them in detail here. 

A crucial question regarding the potential liability of the AI system provider is what the parties 
contractually agreed upon.85 If the agreement explicitly stipulated that the AI tool—such as a 
classification tool for identifying “problematic” contract clauses in due diligence—would 
achieve a certain level of performance or accuracy in correctly identifying or missing clauses, 
then the system must meet that threshold.86 

However, in many cases, contractual agreements are less specific about the performance 
standards the system must meet. This ambiguity is further complicated by the fact that the 
training of the AI tool—its “learning”—may be partially or entirely the responsibility of the 
party deploying it. In such cases, and more generally when the contract with the tool provider 
does not explicitly define performance requirements, the standards the tool must meet are less 
clear. In general, the relevant standard87 is that the the system should be fit for its relevant use 
by the person purchasing the tool.88 This encompasses various components. First, given how 
crucial it is for humans to be able to verify the system’s analysis, the system should arguably 
support some level of human verification. We will return to some of the relevant elements in 
this assessment below. Second, and perhaps more evidently, the tool must still meet reasonable 
standards of accuracy. It is not always easy to accurately assess this. While a “clause-spotting” 
tool that is inherently incapable of identifying targeted clauses does not meet this standard, the 

 
83 See Claes, Herbosch 2023, p. 485-486. Also see on the difficulty of qualifying the relevant contract (as a sales contract or a 
services contract): Cole 1990, p. 160, footnote 109 (in the context of a potential application of products liability). 
84 In that context, this is reflected in some of the challenges of causality in AI contexts, on which, e.g., Gerstner 1993, p. 249; 
Lai 2021, p. 628-631. 
85 Claes, Herbosch 2023, p. 485-487. 
86 Claes, Herbosch 2023, p. 486-487. 
87 See on the difficulty of that assessment in more detail: Kaulartz 2021, no. 24; Claes, Herbosch 2023, p. 485. 
88 See, e.g., on this standard in the sales regime in Belgium: art. 1641 old CC; Cass. 7 juni 2019, RW 2019-20, 1105; Cass. 27 
april 2020, TBO 2020, 354; Bellinck 2019, p. 137; Dambre 2020, p. 76. For France: Collart-Dutilleul et al. 2019, p. 690; Barret, 
Brun 2019, nos. 536 ff. For Germany: §434 BGB; Westermann 2019, nos. 1 ff. See similarly in Article 35 CISG. Even if the 
contract is not a sale in the strict sense, this standard applies analogously, see Claes, Herbosch 2023, p. 485. 



 10 

assessment is far more difficult for a tool that, for example, accurately identifies 60% of the 
change of control clauses but misses 40% of them.  

The relevant standards are inherently abstract. That flexibility is, however, a feature and not a 
bug:89 it allows for a highly tailored, contextual assessment. That assessment can include the 
costs the provider would incur to further improve the system—resembling the American 
Learned-Hand test.90 It is also impacted by external standards, such as those in the European 
AI Act, which, while not necessarily applicable in the context of low-risk AI systems such as 
those discussed here (supra), help identify benchmarks. It can further be influenced, for 
example, by the contractual terms between the provider and the deployer.91 These terms can, 
directly, limit the buyer’s expectations of the tool’s specifications—for instance, by lowering 
the required accuracy threshold. If the buyer subsequently decides to purchase the tool, this 
indicates that they envisage a more supportive role for the tool in their due diligence process—
correspondingly impacting the thresholds the system should meet. 

Additionally, the contract can restrict the provider’s liability if the AI system fails to meet the 
required system performance threshold. An important barrier in this regard is that such liability 
limitation clauses cannot eradicate the essence of the contract.92 That may be the case if the 
contract says that the provider is not liable regardless of the performance of the tool. This holds, 
in particular, if the parties had explicitly agreed on a minimal level of system performance in 
their contract.93 While different legal systems impose varying limits on the extent to which such 
liability restrictions are enforceable,94 these provisions are likely to play a crucial role in 
determining compensation for deficiencies in AI systems.  

II. DEPLOYERS 

The situation differs when the buyer relies on a service provider, such as a lawyer or legal 
consultant, who deploys an AI tool to assess the desirability of an acquisition target. In such 
cases, the buyer has no direct relationship with the AI tool provider or developer. Instead, the 
focus shifts to the relationship between the buyer and the service provider. 

 
89 Cf. Wachter et al. 2021, p. 8 (discussion discrimination law). 
90 This test serves as a tool to establish negligence. It compares the burden of precaution with the expected harm, holding a 
party liable if they could have avoided that harm through a burden of precaution of lower economic value than that harm, see 
United States v. Carroll Towing Co., 159 F.2d 169, 173 (2d Cir. 1947); O'gorman 2014, p. 127 ff. 
91 Also see Claes, Herbosch 2023, p. 487-488. 
92 For Belgium: Art. 5.89 §1 fourth part. See similarly for German law on “Kardinalpflichten”, Kaulartz 2021, no. 30. Also see 
Claes, Herbosch 2023, p. 480. Similarly, under American law, such a clause may be argued to be unconscionable as it renders 
the contract one-sided, see §208 Restatement (Second) of Contracts. 
93 Kruithof 1984, p. 280-281 (in general); Claes, Herbosch 2023, p. 487-488 (for AI contracts). Also see Froomkin et al. 2019, 
p. 61. 
94 E.g., many legal systems do not allow liability limitations for intentional breaches of the contract (for Belgiun: Art. 5.89 §1 
third para 1° CC; for France: Cass.com 15 June 1959, D. 1960, p. 97; for Germany: § 276 (3) BGB). Similarly, some exclude 
liability limitations for physical harm (e.g., for France: Cass.fr. 21 November 1911, DP 1913, I, p. 249; for Belgium: Art. 5.89 
§1 third para 2°).  
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Generally, the presence of an AI tool does not alter that relationship:95 the relevant duties that 
apply are those characterizing the relationship between the two parties (e.g., those between a 
lawyer and their client).96 While the contract between the buyer and the service provider could, 
in theory, contain provisions regarding the use of AI tools, this is typically not the case. 
Interestingly, the Flemish Bar Association in Belgium adopted a guideline that explicitly states 
that lawyers are not required to inform their clients about their use of AI tools.97 As a result, the 
use of an AI tool does not change the nature of the service provider’s obligations.98 A service 
provider is generally not expected to deliver perfect or flawless services but rather to make a 
reasonable effort.99 The reasonableness of some level of service, however, may be impacted by 
the cost charged for those services100 and the way they were advertised. 

However, AI tools can have an indirect impact. First, the duty of reasonable efforts may, in 
some cases, require the use of AI tools,101 given the advantages that these systems may offer.102 
This is well illustrated by the Canadian case mentioned earlier, in which a court reduced a 
lawyer’s fee on the grounds that he would have spent less time on the case had he used an AI 
tool.103 Second, the use of AI tools shifts the focus to how the tool was selected104 and how it 
was deployed,105 making the service provider’s choices in deploying AI a relevant 
consideration. 

Since most service providers are generally held to a duty of reasonable efforts, they must select 
and use their AI tools with reasonable care (cf. infra).106 This means choosing—or developing, 
if the tool is developed in-house (also cf. infra)—an AI tool that is well-suited for the task at 
hand and achieves an adequate level of performance.107 If the deployer is responsible for 
training the tool, that means they should train for a sufficiently reasonable amount of time with 
sufficient amounts of training data.108 That does not mean the tool has to be perfect—which is 
impossible (supra). To assess which measures are reasonable, the Hand formula offers a useful 
framework. It states that some behaviour is negligent if the expected harm (i.e., the product of 

 
95 Claes, Herbosch 2023, p. 489 ff. 
96 See similarly Selbst 2020, p. 1319-1320. 
97 Orde van Vlaamse Balies, 2025.  
98 See Schirmer 2016, p. 664; Claes, Herbosch 2023, p. 489.  
99 See, e.g., for Belgium: Panis 2011-12, p. 233; Brulez 2019, p. 2-3; Wéry 2021, p. 558. For France: Le Tourneau, Poumarède 
2019, no. 80. For the Netherlands: Blei Weissmann 2018, no. 2.3. For Germany Wagner 2012, p. 791; Weller, Benz 2015, p. 
472. 
100 In this sense, the explanatory notes to Article 5.230 Belgian CC indicates the notion of “force majeure” is expanded or 
restricted based on the price paid, in attributing a failure to perform due to the use of a “defective” tool to a contractual party 
(Parliamentary preparation of the law proposal introducing book 5 into the Belgian Civil Code, Parl.St. Kamer 2020–2021, no. 
1806/001) p. 266.). 
101 See similarly Herbosch 2025, p. 420-421. 
102 See similarly Weber et al. 2018, p. 1133-1134; Van Esch 2020, p. 19. 
103 Superior Court of Justice Ontario 22 November 2018 (Cass v. 1410088 Ontario Inc., 2018 ONSC 6959), 
http://canlii.ca/t/hw728. 
104 See similarly Mwafulirwa 2022, p. 411 (for self-driving cars). 
105 See similarly Cofone 2018, p. 191. 
106 See similarly Cofone 2018, p. 191 (use); Mwafulirwa 2022, p. 411 (selection). 
107 Also see Herbosch 2025, p. 436. See similarly on the requirement of an adequate level of performance for high-risk systems: 
Art. 15 of the European AI Act. 
108 See similarly Herbosch 2025, p. 436. 
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the harm’s magnitude and its probability) exceeds the cost of precautions.109 Additionally, 
standards such as in the European AI Act may play a similar role as for providers (supra), 
despite not being binding in this context of low-risk systems. 

Other relevant factors include the degree of supervision the tool allows or facilitates, as well as 
its level of explainability.110 Particularly in the context of legal due diligence work, it is relevant 
that a lawyer is able to verify the system’s output—thus stressing the added value, or added 
diligence, of deploying tools that facilitate supervision.111 For a given level of time and effort 
spent on supervision, explainability can ensure higher results, underscoring the relevance of 
explainability as well.112 These considerations are also crucial in assessing how the tool is 
actually used. While it is generally more reasonable to use an AI tool with attentive 
supervision—such as briefly reviewing its output—than to rely blindly on the same system, 
questions of whether some level of supervision is adequate are very context-dependent,113 
mimicking the cost-benefit reasoning considerations discussed earlier for tool providers 
(supra). In any case, serivce providers can be expected to spot obvious errors by the system. 

Interestingly, initiatives such as the European AI Act offer inspiration here as well. The 
standards and requirements developed in the context of the Act may help to identify 
benchmarks. In that sense, it is more diligent to deploy a system that meets that Act’s 
requirements in terms of supervision and explainability, despite the fact that this may not be 
strictly required.114 Another key guideline is that it is more reasonable to use an AI tool in 
accordance with its user manual.115 

Interestingly, some jurisdictions include specific provisions for assessing tools used in contract 
performance. This is exemplified by Article 5.230 of the Belgian Civil Code and Article 6:77 
of the Dutch Civil Code. The latter holds a debtor contractually liable for failing to perform 
their obligations if the failure was due to an “unsuitable” tool or object used to perform the 
contract,116 while the former states that a debtor is liable if non-performance results from the 
use of a “defective” tool.117 Arguably, determining whether an AI tool is “unsuitable” or 
“defective” should be guided by the general requirements outlined above. For instance, if an AI 
tool relevant to the task performs poorly, that deficiency may be precisely what renders it 
defective. 

Notably, this argument is reinforced by the Belgian legal framework, which considers the 
"defectiveness" of a tool in relation to the price paid for the service,118 essentially adding a layer 

 
109 See United States v. Carroll Towing Co., 159 F.2d 169, 173 (2d Cir. 1947). 
110 Both elements are also found in the European AI Act for high-risk systems, see Articles 13 and 14 of that Act. 
111 See in a similar sense Cofone 2018, p. 191.  
112 See similarly Herbosch 2025, p. 432-433. 
113 Also see Herbosch 2025, p. 438-439. 
114 See similarly Herbosch 2022, p. 18-19. 
115 Marchant, Lindor 2012, p. 1327. See also Selbst 2020, p. 1328-1329. 
116 De Graaf, Wuisman 2021, p. 907-908. 
117 Jafferali 2023, p. 48.  
118 Parliamentary preparation of the law proposal introducing book 5 into the Belgian Civil Code, Parl.St. Kamer 2020–2021, 
no. 1806/001) p. 266. 
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of subjectivity to this assessment. A lower price thus implies that the service provider is afforded 
greater leeway in selecting, training, and supervising the AI tool, as the standard of care is 
adjusted accordingly.  

Much like when the AI system constitutes the object of the contract, liability limitations 
covering AI use in the deployment of a contract cannot go as far as to eradicate the essence of 
the contract (supra). For legal services, and due diligence more specifically, a contractual clause 
in a contract between a lawyer and a client can thus not go as far as to specify that the lawyer 
only “runs” their AI tool without any obligation to verify. The only exception would be if the 
contract's primary purpose is not the provision of legal services or consultancy, but rather access 
to the AI tool itself—in which case the buyer in the M&A transaction would be the relevant 
deployer.119 

M&A COUNTERPARTY AND TRANSACTION 

Another important implication of AI deployment concerns the M&A transaction itself. In 
theory, the validity of the contract could be affected if it was concluded based on an erroneous 
perception of reality.120 However, applying this legal framework to support a buyer who relied 
on an AI tool presents several challenges. In examining these obstacles, we will also briefly 
consider their relevance in cases where it was not the buyer but the seller who deployed an AI 
tool—such as a chatbot-like application used to distribute information to prospective buyers. 

A key obstacle in the context of AI deployment is that, in most legal systems—German law 
being a notable exception—the mistake regime generally121 requires the mistaken party to have 
erred “excusably”.122 This means that the mistake must have been reasonable—i.e., one that a 
reasonable person could also have made,123 without falling short of standards of good faith and 
fair dealing.124 The crucial question is whether reliance on an AI system meets that criterion, 
given that the party deploying the system was reasonably aware of its inherent imperfections. 
That assessment contains a subjective component. What behaviour is reasonable depends on 
the party exhibiting the behaviour. That threshold is inherently higher for a professional than 
for a layman, and more precisely, accounts for the mistaken party’s relevant experience125—

 
119 In most jurisdictions, ethical guidelines prevent lawyers from deploying the tool in this way—thus necessetitating a separate 
legal entity to provide this kind of service to clients.  
120 See, e.g., §153 Restatement (Second) of Contracts; Art. 5.34 Belgian CC; Art. 1130 and 1133 French CC; § 119 BGB. 
121 This requirement does not exist in German law, see, e.g., Flume 1965, p. 420; Fuchs 2019, no. 1. 
122 For Belgium: Article 5.34 CC. For France: Art. 1132 CC. For the USA: § 157 Restatement (Second) of Contracts, and also, 
e.g., Williams v. Fernandez, 335 So. 3d 194, 197 (Fla. Dist. Ct. App. 2022); Artc. 1577 Californian CC. 
123 See, e.g., for Belgium: Cass. 6 January 1944, Arr.Cass. 1944, 66, Pas. 1944, I, 133, annotated by R.H.; Goux 2000, p. 18; 
Del Corral 2011, p. 63; Peeraer 2019, p. 150. 
124 §157 Restatement (Second) of Contracts. 
125 See in this sense for Belgium Dirix 1985, p. 102-103; Von Kuegelgen 1994, p. 319; De Boeck 2007, p. 62; Del Corral 2011, 
p. 72-73; De Boeck, Waelkens 2017, p. 37-38; Samoy et al. 2021, p. 168. For France Cass.fr. 26 October 2005, no. 04-15354, 
https://www.legifrance.gouv.fr/juri/id/JURITEXT000007500077; Cass.fr. 28 November 2019, no. 18-22088, 
ECLI:FR:CCASS:2019:C301007, https://www.legifrance.gouv.fr/juri/id/JURITEXT000039465874; Pellet 2010, p. 297; 
Taylor 2021, p. 232-234. 
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both with AI systems (and the corresponding knowledge of their imperfections) or in the domain 
where the system is applied (e.g., in due diligence). 

Some argue that the awareness of the imperfections of AI excludes the mistake regime 
entirely.126 A similar argument is found in more traditional contexts,127 although it is not very 
convincing in either context.128 It is difficult to be absolutely certain about all aspects of the 
contract in any context, regardless of the deployment of AI.129 The excusability requirement 
offers a far more nuanced assessment whether that lack of certainty was in violation of good 
faith requirements, or if the mistaken party deserves protection nonetheless. 

This is also supported by considering an alternate scenario in which a party does not rely on an 
AI tool, but instead relies on the advice of an external expert. The fact that a party seeks expert 
advice can, in fact, be considered as a sign of diligence or excusability.130 The relevant criterion 
in such situations, too, is whether the mistaken party behaved reasonably in selecting their 
advisor and in relying on their advice.131 

For legal professionals, as discussed here, the resulting threshold is inherently more strict than 
for consumers (supra). This discussion closely mirrors the discussion above regarding liability 
for the deployment of an AI system. Using an AI system is not inherently unreasonable—in 
fact, it may be entirely reasonable under the circumstances, as illustrated by the example of the 
Canadian lawyer mentioned earlier. The key issue is, again, not whether an AI system was used, 
but how. This raises questions regarding the selection of the system, its accuracy, and the level 
of supervision exercised over its output. Depending on these factors, the excusability 
requirement can be met. The specific assessment of the diligence of some AI deployment 
resembles that in the context of (contractual) liability claims, discussed earlier (supra). 

Interestingly, this threshold is generally lowered when the mistaken party relies on a statement 
made by the counterparty,132 although this does not automatically result in excusability.133 
Similarly, an explicit excusability requirement is usually134 absent in cases of fraudulent 
misrepresentation by the counterparty.135  While the evaluation becomes more nuanced when 
fraudulent intent is absent—particularly if the counterparty has explicitly stated that the 

 
126 See in such a sense, deeming a mistake inherently speculative in the context of AI deployment to form the contract itself: 
Pieper 2020, p. 255-256; Säcker 2021, no. 199. 
127 Captured in French as “l’aléa chasse la nullité pour erreur”, see Von Kuegelgen 1994, p. 327; Ghestin, Serinet 2018, nos. 
58 ff. 
128 Also see Ghestin, Serinet 2018, pno. 60. 
129 See Ghestin, Serinet 2018, nos. 68 ff. Also see De La Durantaye 2020, p. 17-19. 
130 See, e.g., United States v. Schilling, 454 F. Supp. 2d 831, 838 (N.D. Iowa 2006) (negligence because no advice was sought). 
See similarly Janis, Mann 1977, p. 59. 
131 See in this sense for France: Gorphe 1928, p. 134. See similarly for Belgium: Del Corral 2011, p. 74; De Boeck, Waelkens 
2017, p. 41. 
132 See, e.g., §153 (b) Restatement (Second) of Contracts; Article 6:228 b) Dutch CC. Also see for Belgium: Del Corral 2011, 
p. 75; De Boeck, Waelkens 2017, p. 42. For France: Ghestin et al. 2013, p. 998-999, no. 1221. 
133 See, e.g., for Belgium: De Boeck 2007, p. 63. 
134 Sometimes, such a requirement is deemed present in the US, although it is equally often rejected, see Lord 2021, p. §69:33; 
Amendola et al. 2022, p. §236.  
135 For Belgium: Cass. 6 October 1977, Arr.Cass. 1978, 168. For France, see Art. 1139 French CC. 
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mistaken party should verify some or all information independently136—this remains a relevant 
consideration for a party relying on an AI tool’s assessment, especially when the tool’s 
erroneous conclusion stems from incorrect information provided by the counterparty. This issue 
is particularly relevant when information is provided through a chatbot-like AI tool deployed 
by the seller. 

While we would hope that fraudulent intent is generally absent in M&A due diligence, the 
provision of incorrect information by the target company may thus make it easier to invoke the 
mistake regime. If fraudulent intent137 is present—such as when the target knowingly deploys 
a subpar AI system that is more likely to mislead the prospective buyer than other reasonably 
available tools—the buyer may be able to rely on fraudulent misrepresentation to annul the 
contract.138 

A second potential obstacle is that many jurisdictions limit the application of the mistake regime 
to errors affecting the essential elements of the contract, excluding mistakes related to the value 
of the purchased object.139 The subjective assessment of value is often considered a matter of 
motive rather than an essential element of the contract, thereby precluding the application of 
the mistake doctrine.140 As a result, incorrect assessments of a target's value by an AI tool do 
not, in themselves, entitle the buyer to annul the contract. 

However, in many cases, an erroneous valuation of the target is based on assessments of the 
target’s essential characteristics,141 for which the mistake regime may yet apply.142 It is 
important to note that in some jurisdictions, this regime is applied more restrictively to share 
purchases than to asset purchases.143 A share purchase is sometimes interpreted as limiting the 
essential elements to the direct characteristics of the corporation itself, rather than extending to 
the essential elements of its assets. This reasoning is less persuasive in cases where the holdings 
of the corporation are precisely the primary motivation for the purchase of the shares.144 

Perhaps the most significant obstacle to invoking the mistake regime in an M&A transaction is 
the well-established practice of contractually allocating mistake-related risks to the buyer, often 
with the aim of excluding the application of the mistake doctrine altogether or heightening the 

 
136 In the US, such statements can be interpreted as shifting the risk of the mistake in the sense of § 153 Restatement (Second) 
of Contracts. It is useful to stress, though, how some legal systems limit the extent to which the mistake regime can be excluded 
using such statements, e.g., for Belgium: Demarsin 2013, p. 454-455. 
137 See on this requirement of fraudulent misrepresentation: for the USA: SIGA Techs., Inc. v. PharmAthene, Inc., 67 A.3d 330 
(Del. 2013); Amendola et al. 2022, p. §220. For France: Demolombe 1868, p. 155, no. 173; Dissaux 2021, no. 146. For Belgium: 
Verdickt 2011, p. 183; Goossens 2020, p. 38. For Germany: Singer, Von Finckenstein 2021, no. 50; Wendtland 2021, no. 17. 
138 See more extensively Herbosch 2024, p. 6-9. 
139 For Belgium: Art. 5.34 fourth part CC. For France: art. 1136 CC. See similarly in Germany: De La Durantaye 2020, p. 330 
ff (where some types of mistake are still permissible in this case). In the USA, such mistakes are exluded as the risk of the 
mistake is likely to be placed with the mistaken party, in the sense of § 153 Restatement (Second) of Contracts. 
140 See, e.g., De Page 1962, p. 53; De Boeck, Waelkens 2017, p. 9-10; Zalewski-Sicard 2016, p. 326 ff. 
141 E.g., for Belgium: Parmentier 1984, p. 62; Herbots et al. 1985, p. 790-791. For France: Dissaux 2021, no. 141. 
142 Similarly, in Germany, such mistakes may still constitute an Erklärungsirrtum, see LG Koblenz 28 juli 2011, MMR 2011, 
657; Glossner 2013, no. 55; De La Durantaye 2020, p. 332 
143 See particularly for Belgium: Reniers 2017, p. 185; Tilleman et al. 2024, p. 261-262. 
144 This, however, means that the buyer may be required to be more communicative regarding how important the underlying 
assets are, see Tilleman et al. 2024, p. 262-263. Also see Hellemans, Heynickx 2007, p. 223-224. 
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relevant thresholds. While a complete exclusion of mistake may not be legally permissible in 
every jurisdiction (supra), contractual clauses allocating such risks can make it significantly 
more difficult—if not nearly impossible—to rely on the mistake regime. They will particularly 
impact the excusability requirement (supra),145 making it more difficult to reasonably rely on 
information provided by the counterparty—especially when that information has been 
processed by an AI tool. This increases the challenge of invoking the mistake regime and, by 
extension, makes it harder to excusably rely on AI tools. 

The foregoing highlights key considerations that buyers deploying AI tools should take into 
account. First, the accuracy of the AI tool is crucial, as the mistake regime will often fail to 
provide protection. Additionally, tools that facilitate human supervision and verification are 
clearly preferable. Second, buyers should be cautious about accepting full responsibility for 
mistakes, particularly when the information in question has been provided by an AI system on 
behalf of the seller. Like any AI tool, such systems are prone to occasional errors, which may 
be difficult for the buyer to detect. 

INTERNAL IMPLICATIONS OF BOARD’S AI USE 

The legal implications arising from the use of AI sytems in M&A context do not only exist 
externally with regard to counterparties, but are also pervasive in the internal decision-making 
process of the deploying company. Here, it is the board of directors who is responsible for most 
steps of the M&A process leading up to the final agreement, such as price negotiations. Still, 
the agreement is in most jurisdictions subject to a final approval from the general meeting of 
shareholders,146 whether a share purchase (SPA) or a (substantial147) asset purchase (APA). 

It is therefore a responsibility of the board to diligently prepare, negotiate and present the 
intended M&A transaction to the general meeting of shareholders. In this process, the board 
should pay attention to the information that it uses to assess the value of the target company. 
Famous Delaware cases, such as Smith v. Van Gorkom (or Trans Union148), have shown that 
poorly informed M&A decisions may expose the board to derivative duty of care challenges 

 
145 If a party was warned about the potential uncertain nature of an element, the standards of good faith and fair dealing applied 
in the context of the excusability requirement impose a more thorough examination. 
146 For Delaware, see S. 251 (b) and (c) Delaware General Corporation Law 2016 (merger or consolidation of domestic 
corporations). For Belgium, see art. 12:30 WVV (merger through sale), art. 12:43 WVV (merger trough establishment of new 
company), art. 12:53 WVV (to merger assimilated transactions). For the UK, see S. 907 (1) Companies Act 2006 (merger of 
public companies). For Germany, see S. 13 (1) Umwandlungsgesetz (merger through sale), S. 36 (1) Umwandlungsgesetz 
(merger through establishment of new company). 
147 The threshold for what constitutes a substantial APA, subject to shareholder aproval, differs from jurisdiction to jurisdiction. 
In this respect, S. 271 (a) Delaware General Corporation Law 2016 refers to “all or substantially all of its assets”, which implies 
that the assets are quantitively vital to the operation of the company, that the sale is extraordinary, and that the sale substantially) 
affects the existence and purpose of the company (see Gimbel v. Signal Companies, Inc., 316 A.2d 599, 606 (Del. Ch. 1974)). 
Other jurisdictions apply mathematical ratios to determine whether the APA requires shareholder approval, such as Germany 
(a transfer of all of the assets; cf. S. 179a (1) Aktiengesetz) and Belgium (a transfer of ¾ of the assets; cf. art. 7:151/1 WVV 
for listed companies). The German case law and literature, however, agree that a transfer of “almost” all assets suffices in this 
respect. See BGHZ 83, 122, 128 (BGH 1982); Stein 2021, AktG §179a, no. 17. 
148 See, e.g., Fischel 1985, p. 1437. 
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from minority shareholders.149 Taking into account the inherent risks of AI usage in the M&A 
preparation process (cf. supra), these cases raise significant questions about the board’s due 
care requirements. 

STANDARD OF CONDUCT 

In a traditional context, the literature accepts that a director should be able to rely on the 
professional advice of persons inside or outside the company (other than directors), of whom 
the director reasonably believes that they have the necessary professional or expert competence 
for the matter at hand.150 In a similar vein, the majority of scholars views the use of technology 
as an advisory tool to the board, which generally has a positive effect for the information basis 
of the decision, as in principle permissible.151 In deploying AI as a support tool for M&A 
transactions, however, the board should ensure compliance with its (sometimes fiduciary152) 
duties, such as the duties of care and loyalty.153 The impact of these duties to the information 
procurement process plays a crucial role here, as the described AI applications are essentially 
used by the board as an information source to its various intermediary decisions in the M&A 
process, in addition to the final resolution to the shareholders.  

The Delaware Supreme Court renders the director’s duty to exercise an informed business 
judgment as in the nature of his fiduciary duty of care.154 The Court states that “the 
determination of whether a business judgment is an informed one turns on whether the directors 
have informed themselves prior to making a business decision, of all material information 
reasonably available to them” (the Aronson-test).155 Material facts are, according to the Court, 
those that are “relevant and of a magnitude to be important to directors in carrying out their 
fiduciary duty of care in decision-making”.156 This duty entails the procedural component of 
the duty of care—besides the substantive component that affects the substance of business 
decisions rather than their preparation.157 Other jurisdictions, such as the UK and Belgium, do 

 
149 Smith v. Van Gorkom, 488 A.2d 858, 870–893 (Del. 1985). See also Allen, Jacobs, Strine 2001, p. 872; De Wulf 2002, pp. 
466–468, no. 894–896; Shu-Acquaye 2004, pp. 21–26; Möslein 2007, p. 132; Sharflan 2008, pp. 291–293. 
150 In the United States, the Model Business Corporation Act entitles directors with that right (S. 8.30 (e)-(f) Model Business 
Corporation Act 2016). The corporate governance codes of Belgium and the United Kingdom implicitly recognise the ability 
of the board of listed companies to seek independent professional advice for certain matters. See Principle 4.8 Corporate 
Governance Committee 2020; Provision 35 Financial Reporting Council 2018.  
151 See, e.g., Lücke 2019, p. 1989; Zetzsche 2019, p. 7; Noack 2020, p. 953–956; Hoerdemann-Napp, Pauli 2021, p. 134; 
Fleischer 2023, § 76, no. 74 and 77; Langheld, Haagen 2023, p. 1537. 
152 E.g., while the director’s duty of care is fiduciary in nature under Delaware law, it is not under UK law. See Esser, Loughrey 
2020, pp. 1515 ff; Davis et al.2021, pp. 250–251, no. 10-004. 
153 In addition to, for instance, the explicit “duty of legality” under German law. 
154 Smith v. Van Gorkom, 488 A.2d 858, 872-873 (Del. 1985). 
155 Aronson v. Lewis, 473 A.2d 805, 812 (Del. 1984). See also Smith v. Van Gorkom, 488 A.2d 858, 872 (Del. 1985);Brehm v. 
Eisner, 746 A.2d 244, 259 (Del. 2000); Kaplan v. Centex Corporation, 284 A.2d 119, 124 (Del. Ch. 1971); In re Walt Disney 
Co. Derivative Litigation, 907 A.2d 693, 749 (Del Ch. 2005). For a discussion, see Furlow 2000, p. 1084; Uebler 2010, pp. 
1026-1027. For a different opinion, see Shu-Acquaye 2004, p. 31. 
156 Brehm v. Eisner, 746 A.2d 244, 260, footnote 49 (Del. 2000). See also Sutherland v. Sutherland, 2010 WL 1838968, 10 
(Del. Ch. 2010). 
157 Although not explicitly distinguished in all jurisdictions, Delaware case law states that the substantive due care component 
requires the board to “use that amount of care which ordinarily careful and prudent men would use in similar circumstances”; 
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not make this explicit distinction and consider challenges to the information basis of business 
decisions under the umbrella concept of the (substantive) duty of care.158 

In contrast, German corporate law considers the sufficient information basis as a condition for 
the protection of the business judgment rule.159 A failure to prove the fulfillment of that 
condition often leads to the finding of a breach of the duty of care,160 albeit not automatically.161 
In this respect, statute requires the board to act on the basis of appropriate information that it 
reasonably considers adequate.162 By way of interpretation of this provision, the 
Bundesgerichtshof stated that the board should “exhaust all available information sources of a 
factual and legal nature in the specific decision-making situation, and, on this basis, carefully 
assess the advantages and disadvantages of the existing options for action and take into account 
the recognizable risks” [own translation].163 While this standard conflicts with the wordings of 
statute and preparatory works,164 it also seems unrealistic and factually impossible to attain.165 
The literature agrees that the standard set by the Bundesgerichtshof is too strict and should not 
be applied.166 

In its evaluation of the reasonablesness of its information basis, the board should instead make 
a sensible selection of information by considering the costs and benefits of an extensive 
factfinding,167 which is in itself a business decision.168 Such an analysis should especially take 

 
while the procedural due care component, as mentioned, requires the board to “consider all material information reasonably 
available”. See Grobow v. Perot, 539 A.2d 180, 189 (Del. 1988); In re Walt Disney Co. Derivative Litigation, 907 A.2d 693, 
749 (Del. Ch. 2005). 
158 For example, the UK Chancery Devision ruled in Revenue & Customs Commissioners v. Holland that a director failed to 
obtain sufficient advice from a tax specialist on the tax scheme of a corporate group, and was thus found liable to account for 
the dividends paid out by the insolvent companies as the director lacked the necessary information to make an informed decision 
about that dividend pay-out. See Revenue and Customs Commissioners v Holland (Paycheck Services 3 Ltd, Re, Holland v 
Revenue and Customs Commissioners), [2011] B.C.C. 1. Similarly, in Re Sunrise Radio Ltd., the Chancery Division indicated 
that the board should seek an independent evaluation of a fair share price before making the business judgment to issue new 
shares at that given price. See Re Sunrise Radio Ltd (Kohli v. Lit), [2010] 1 B.C.L.C. 367. 
159 See infra for an account on the German standard of review. 
160 E.g., ZIP 2010, 28, no. I-6 W 45/09 (OLG Düsseldorf 2009). However, there are exceptional cases where the protection of 
the business judgment rule is denied, but the board decision was still deemed valid and no breach of duty was held. See, e.g., 
ZIP 2017, 372, no. 23 U 3582/16 (OLG München 2016); ZIP 2017, 372, no. 23 U 3582/16 (OLG München 2017). 
161 According to the Bundesgerichtshof, the mere finding that the board did not fulfill its informational duty under the business 
judgment rule does not automatically lead to a breach of the duty of care or the nullity of the board decision. See NJW 2017, 
578, no. 31 (BGH 2016). 
162 S. 93 (1), second sentence AktG. 
163 NJW 2008, 3361, no. 11 (BGH 2008). The Bundesgerichtshof refers to Goette 2000, pp. 140–142 on this matter. See in a 
similar sense ZIP 2010, 28 (OLG Düsseldorf 2009). See also ZIP 2013, 1712, no. 30 (BGH 2013); NJW 2017, 578, no. 34 
(BGH 2016). 
164 Entwurf eines Gesetzes zur Unternehmensintegrität und Modernisierung des Anfechtungsrechts (UMAG), Drucksachen 
Deutscher Bundestag (Bundesrat) 2002-05, no. 15/5092, pp. 11–12. See also Lutter 2007, pp. 844–845; Hopt, Roth 2015, p. 
156, no. 11. 
165 Peltzer 2013, p. 866; Spindler 2018a, p. 42. See also Helleringer, Möslein 2025, p. 6. 
166 Inter alia Fleischer (2009), p. 2339; Cahn 2013, p. 1298; Fleischer 2015a, p. 146; Fleischer 2023, § 93, no. 57; Spindler 
2023, § 93, no. 57. 
167 Fleischer 2004, p. 691; Kock, Rinkel 2004, p. 444; Paefgen 2004, p. 254; Spindler 2006, p. 681; Böttcher 2009, p. 1049; 
Bosch, Lange 2009, p. 231; Kocher 2009, p. 220; Meyer 2011, p. 42; Makatsch 2015, p. 128; Spindler 2017, p. 717; Lieder 
2018, pp. 556–557; Spindler 2018b, p. 45; Spindler, Seidel 2022, p. 714, no.26; Fleischer 2023, § 93, no.92; Langheld, Haagen 
2023, p. 1537; Spindler 2023, § 93, no.55. 
168 Easterbrook, Fischel 1991, pp. 107-108; Möslein 2007, p. 131; Möslein 2018b, p. 661. 
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into account three parameters, namely (i) the nature, scope and importance of the decision 
(strategic decisions generally require a more extensive information basis);169 (ii) the urgency of 
the decision, i.e., the time available to find and clarify the facts and discovered information;170 
and (iii) the costs of obtaining the information (and the relationship with the expected benefits 
of the information).171 Exceptionally, the factual and legal possibility of obtaining the 
information is also taken into account.172 The Bundesgerichtshof accepted these criteria in 2016 
and 2022.173 In other words, there is a limit to how informed managers should be before making 
a decision, as shareholders only want directors to spend additional recourses on the acquisition 
of information to the point where this generates a better decision-making result and additional 
economic value.174 

A breach of the board’s informational duties does not always result in monetary liability of the 
board. Certain jurisdictions, most notably Delaware and Germany, provide directors with 
protection from liability in case of “proper” or “reasonable” reliance on an expert with relevant 
professional competence. Delaware law explicitly states that “a member of the board of 
directors […] shall, in the performance of such member's duties, be fully protected in relying 
in good faith upon the records of the corporation and upon such information, opinions, reports 
or statements presented to the corporation by any of the corporation's officers or employees, or 
committees of the board of directors, or by any other person as to matters the member 
reasonably believes are within such other person's professional or expert competence and who 
has been selected with reasonable care by or on behalf of the corporation”.175 The German 
Bundesgerichtshof developed a similar doctrine for the reasonable reliance defence in its 
landmark Ision-decision.176 Both doctrines relieve the board from liability (even though a 

 
169 Brömmelmeyer 2005, p. 2067; Koch 2006, p. 788; Peters 2010, p. 813; Hopt, Roth 2015, pp. 153 and 155, no. 104 and 107; 
Koch 2018, § 93, no. 20 and 22; Lücke 2019, p. 1991; Seibt 2019, pp. 831 and 839; Fleischer 2023, § 93, no. 92; Langheld, 
Haagen 2023, p. 1537; Spindler 2023, § 93, no. 59 (also with regard to strategic decisions). 
170 The preparatory work of the law affirms that especially when decisions have to be made under an extraordinary time pressure 
that is not self-induced, the proper preparation of board decisions is hard or even impossible. See Entwurf eines Gesetzes zur 
Unternehmensintegrität und Modernisierung des Anfechtungsrechts (UMAG), Drucksachen Deutscher Bundestag (Bundesrat) 
2002-05, no. 15/5092, p. 12; Koch 2018, § 93, no. 20; Seibt 2019, pp. 831 and 842–843; Fleischer 2023, § 93, no. 92; Langheld, 
Haagen 2023, p. 1537. See for a different opinion Lücke 2019, p. 1991. 
171 Brömmelmeyer 2005, p. 2067; Koch 2006, p. 788; Seibt 2019, pp. 831 and 842–843; Fleischer 2023, § 93, no. 92. 
172 Meyer 2011, p. 42; Seibt 2019, pp. 831 and 843; Fleischer 2023, § 93, no. 92; Langheld, Haagen 2023, p. 1537. 
173 NJW 2017, 578, no. 34 (BGH 2016); ZIP 2022, 2435, no. 14 (BGH 2022). 
174 Fischel 1985, p. 1441; Bainbridge 2009, p. 217; Hagenloch 2009, pp. 121 ff; Miller 2017, pp. 147-148; Möslein 2018a, p. 
205; Lücke 2019, p. 1991; Seibt 2019, p. 840; Graumann 2021 pp. 61–70. 
175 S. 141 (e) Title 8 Delaware Code. As applied in Graham v. Allis-Chalmers Mfg. Co., 188 A.2d 125, 130 (Del. 1963); Cheff 
v. Mathes, 199 A.2d 548, 556 (Del. 1964); Smith v. Van Gorkom, 488 A.2d 858, 874-875 (Del. 1985); Cinerama, Inc. v. 
Technicolor, Inc. (Cinerama II), 663 A.2d 1156 (Del. 1995); Brehm v. Eisner, 746 A.2d 244, 261-262 (Del. 2000); Prince v. 
Bensinger, 244 A.2d 89, 94 (Del. Ch. 1968); Michelson v. Duncan, 386 A.2d 1144, 1156 (Del. Ch. 1978); Cinerama, Inc. v. 
Technicolor, Inc., 663 A.2d 1134 (Del. Ch. 1994); Ogus v. SportTechie, Inc., 2020 WL 502996, 14 (Del. Ch. 2020). 
176 Ision, NZG 2011, 1271, no. II ZR 234/09 (BGH 2011) (in the context of relying on the advice of a legal counsel with regard 
to a capital increase). See also NJW 1994, 2220, no. II ZR 292/91 (BGH 1994); NJW 2007, 2118, no. II ZR 48/06 (BGH 2007); 
DStR 2007, 1641, no. II ZR 226/06 (BGH 2007); NZG 2012, 672, no. II ZR 171/10 (BGH 2012); NZG 2015, 792, no. II ZR 
63/14, no. 35 (BGH 2015). The criteria set out in these decisions can be transposed to the reliance of directors on experts in 
general, i.e., not only legal counsel, see Fleischer 2023, § 43, no. 314. 



 20 

breach can still be established177), insofar the advice was followed in all material aspects,178 
was sought for in good faith,179 and was within the expert’s professional competence according 
to the reasonable belief of the director.180 German law also requires that the advisor is 
independent,181 and that the expert advice is subject to a plausibility review by the board.182 
Other jurisdictions, such as Belgium and the UK, do not guarantee liability protection in case 
of proper reliance, but take the reliance on an expert into account as one of the factors that 
determines the board’s diligence.183 

The procedural due care standards are without a doubt applicable to the board’s AI use. Whether 
the proper reliance doctrine can also be applied to AI output, is hotly debated. The majority of 
the literature contends that an AI system is subject to equivalent criteria as those for a human 
expert,184 under the argument that it makes no relevant difference whether the board is advised 
by a human or machine-based expert.185 However, some argue that the notion of an “expert” 
presupposes a natural person,186 and that is legally unfeasible to qualify an AI system as an 
expert in a certain field,187 since AI output cannot be reviewed in the same way as a human-
made report (assuming that the report has a certain quality).188 Here, it is important to underpin 
that human expert advice can also be opaque for a non-expert director,189 and that methods are 

 
177 Interestingly, the Delaware Court of Chancery claims that while S. 141 (e) Delaware Code “fully protects” directors from 
liability in case of proper reliance, they can still be found to have breached their duty of care under the applicable standard of 
review, in spite of their conscientious compliance with the requirements of the provision. In a similar vein, under German law, 
the reasonable reliance on expert advice does not exclude an objective breach of duty, but only prevents the subjective 
component (“ein Verschulden”, culpability or fault) from being attributed to the director. See for Delaware: In re Rural Metro 
Corporation Stockholders Litigation, 88 A.3d 54, note 13 (Del. Ch. 2014). See for Germany: Ision, NZG 2011, 1271, no. II ZR 
234/09, no. 17 (BGH 2011); Strohn 2013, p. 184. Both regimes are criticized. See, e.g., Atkins 2014; Binder 2012a, pp. 767 ff; 
Fleischer 2019, § 93, no.35g; Fleischer 2023, § 43, no.53. 
178 See for Delaware: Brehm v. Eisner, 746 A.2d 244, 262 (Del. 2000); Ash v. McCall, 2000 WL 1370341, 9 (Del. Ch. 2000); 
In re WonderWork, Inc, 626 B.R. 94, 116 (Bankr. S.D. NY 2020) (applying Delaware law). See also Hawes, Sherrard 1976, p. 
35; Uebler 2010, p. 1045. See for Germany: Fleischer 2023, §43, no.53. 
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v. Eisner, 746 A.2d 244, 262 (Del. 2000); In re Emerging Communications, Inc. Shareholders Litigation, 2004 WL 1305745, 
38–43 (Del. Ch. 2004). See also Uebler 2010, p. 1044; Rokas 2013, 330–331; Fleischer 2023, § 43, no.314. 
180 See for Delaware: Uebler 2010, pp. 1042–1043; Rokas 2013, p. 332. See for Germany: Peters 2010, p. 815; Wagner 2018, 
p. 1102.  
181 NJW 2007, 2118, no. II ZR 48/06, no. 16 (BGH 2007); Ision, NZG 2011, 1271, no. II ZR 234/09, no. 18 (BGH 2011); NZG 
2015, 792, no. II ZR 63/14, no. 36 (BGH 2015); CCZ 2010, 112, no. 20 U 5/09 (OLG Stuttgart 2009). See also Fleischer 2019, 
§ 93, no.35c. 
182 NJW 2007, 2118, no. II ZR 48/06, no. 16 (BGH 2007); Ision, NZG 2011, 1271, no. II ZR 234/09, no. 18 (BGH 2011). 
183 See, e.g., Rokas 2013, p. 328. The UK Chancery Division provides a non-exhaustive number of circumstances that determine 
whether the director’s reliance on the advice was reasonable, see Saxon Woods Investments Ltd v. Costa, [2024] 2 WLUK 348, 
no. 210. 
184 See, e.g., Weber et al. 2018, pp. 1133–1134;  Seibt 2019, pp. 841–842; Zetzsche 2019, p. 8; Hoerdemann-Napp, Pauli 2021, 
p. 133; Spindler, Seidel 2022, pp. 711–713, no. 19–25; Lasar 2023, p. 105. 
185 Langheld, Haagen 2023, p. 1539. 
186 Hoch 2019, p. 677. 
187 See, e.g., Wagner 2018, p. 1102; Hoch 2019, pp. 675–682; Linardatos 2019, p. 508, note 58; Lücke 2019, p. 1992; Noack 
2019, p. 119; Noack 2020, p. 954; Cowger 2022-23, pp. 182–183; Dubovitskaya, Buchholz 2023, pp. 67–68; Langheld, Haagen 
2023, p. 1539. 
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available to explain the output of AI models.190 It is assumed, for that reason, that the proper 
reliance conditions can be applied to AI, although these requirements should certainly not be 
overstreched.191 

The expectation of the board to consult the reasonably available information, has an effect on 
the desired accuracy and explainability of the consulted information sources. As a result, there 
are two types of organisational measures that the board may need to implement to ensure a 
diligent use of AI as information source to M&A transactions. 

It is argued that the conditions of the proper reliance doctrine are more strict than the diligence 
measures expected under procedural due care. The following paragraphs show, however, that 
the former conditions are merely a special application of the board’s informational due care 
standards. 

I. ACCURACY 

The first set of organisational measures pertains to the accuracy of the information basis to a 
decision. In this respect, the German Bundesgerichtshof does not deem it decisive that a board 
decision is actually taken on the basis of appropriate information, as long as the board could 
reasonably assume that this was the case.192 Similarly, under Delaware law, not so much the 
concrete accuracy of the consulted information is relevant, as the reasonable belief to be 
sufficiently informed is enough for a duty discharge.193 For example, in Smith v. Van Gorkom, 
the board was found in breach as it failed to obtain a valuation study (either from independent 
investment bankers or in-house financial personnel) to inform itself of the intrinsic value of the 
company.194 The mere fact that the board based itself on inaccurate information did not 
constitute a breach, but the failure to make a reasonable effort to obtain such accurate 
information was. 

The main criterion is that a prudent director, placed in the same circumstances, could also have 
rightfully been under the impression that he was acting on the basis of appropriate 
information.195 The standard of conduct is, in other words, based on an objective test. Under 
UK law, additional subjective elements such as the director’s specialist knowledge and 
expertise in IT or computer science can be taken into account to increase this objective standard 
(which only serves as a minimum).196 Such subjective elements are not considered in other 
jurisdictions such as Delaware, Germany and Belgium.197 

 
190 See infra. 
191 Weber et al. 2018, p. 508; Linardatos 2019, p. 508; Seibt 2019, p. 842. 
192 NJW 2017, 578, no. 34 (BGH 2016); ZIP 2022, 2435, no. 14 (BGH 2022). See also Spindler 2018a, p. 43; Fleischer 2023, 
§ 93, no. 93. See for a normative analysis Graumann 2021, pp. 67–69. 
193 Greenhow 1999, p. 47. 
194 Smith v. Van Gorkom, 488 A.2d 858, 874 (Del. 1985). See also Miller 2017, pp. 156–157. 
195 NJW 2017, 578, no. 34 (BGH 2016). 
196 S. 174 (1) and (2) Companies Act 2006. See also Davies et al. 2021, pp. 294–295, no. 10-046. 
197 Although there are certainly scholars who defend stricter due care requirements for knowledgeable and experienced board 
members. See for Germany: Peters 2010, p. 813; Spindler 2023, § 93, no. 58. See for Belgium: De Wulf 2002, pp. 202–203, 
no. 430–431; Tilleman, Dewaele 2022, pp. 299–300, no. 471. 
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Assessing the effort that the board undertook to achieve accuracy of AI output poses a greater 
challenge as compared to other—traditional—sources of information available to the board. Of 
course, any reckless or fraudulent use cases of (poorly performing) AI systems in decision-
making are relatively easy to qualify. However, as explained earlier, in other cases, an AI system 
may on average produce results that are superior to those achieved by humans for a specific 
task, and only occasionally miss the mark. The problem here is that when an AI model renders 
incorrect output, often that output deviates to such an extent that it surpasses the margin of error 
typically seen in human performance.198 Thus, the board’s informational due diligence should 
take into account the extent to which the board was able to reasonably mitigate the risk that 
such an unusually inaccurate output had an impact on the eventual decision of the board. 

The due care determination hinges on the board’s efforts with regard to the (i) reasonable 
selection of the AI system, and the (ii) supervision on the AI system during its operation. That 
way, not so much the exact accuracy rate of the AI system is relevant for the due care 
assessment, but the accompanying measures to achieve an accurate information basis for a 
specific decision are. For high risk AI-systems, the European AI Act requires an appropriate 
level of accuracy in light of their intended purpose, and a consistent performance throughout 
their lifetime.199 The provision’s referral to “appropriate” allows for an objective test of 
accuracy, indicating a similar standard of conduct as the director’s duty of care. 

§1. Selection of the AI System 

First and foremost, the AI system must be appropriately selected for the decision for which the 
board intends to use it, i.e., the system must be specific enough to provide accurate and reliable 
answers to the relevant M&A questions based on available and appropriate data.200  

As part of the acquisition or development process of a potential AI model,201 the board must 
ensure that the system is properly tested. The predominant reliance on the output of an AI 
system of which the board, or its subordinates, does not have an idea of the performance 
accuracy, is in any case negligent.202 A minimum amount of testing is required, and the board 
has the responsibility to set up organisational structures that allow this.203 The duty of care and 
the European AI Act appear to disagree on the situations that the system should be tested for, as 
the duty of care requires testing for the reasonably foreseeable situations,204 while the AI Act 

 
198 Nguyen et al. 2015 pp. 427–436; Lohr 2018. 
199 Art. 15 (1) AI Act. 
200 Hoch 2019, p. 677; Armour, Eidenmüller 2021, p. 169; Hoerdemann-Napp, Pauli 2021, p. 134; Langheld, Haagen 2023, p. 
1538; Spindler 2023, § 93, no. 136. 
201 On the board’s make-or-buy decision with regard to a governance AI model, see Lasar 2023, pp. 137–138. 
202 See in precontractual context: Herbosch 2023, p. 151, no. 185. See in corporate governance context: Langheld, Haagen 
2023, p. 1538. 
203 Linardatos 2019, p. 508. 
204 For instance, under Belgian law, there is a violation of the standard of care under tort law if it was reasonably foreseeable 
for the director that his conduct could result in some kind of damage. See Van Gerven, Covemaeker 2001, 239–240; 
Vansweevelt, Weyts 2009, pp. 134–136: Kruithof 2018, pp. 48–49; De Bruyne, Ooms 2025, p. 172. 
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only explictly requires suitable testing which ensures that high-risk systems perform 
consistently for their intended purpose.205  

Moreover, the board should make sure that the training and test data used for the AI model has 
a sufficient quality, i.e., is representative and relevant enough for the model’s intended 
purpose.206 As the capture of appropriate internal data is especially difficult for strategic board 
decisions, generic external data may be used to assist in scenario planning.207  

This requirement translates to the reasonable selection criterium under the proper reliance 
doctrine, which prompts the board to ensure the objective suitability of the model to support a 
specific task (analogous to the subjective “professional qualification” or “expertise” of the 
expert).208 The required suitability can be attained by an ad hoc evaluation of the AI system 
prior to deployment (mostly for models developed by the deploying company itself), or an 
independently issued certificate (mostly for third-party models).  

In case an ad hoc evaluation of system performance is chosen, the fundamental question arises 
when a system can be considered “good enough”. As common benchmark, an AI model is often 
considered suitable when it produces similar or better outcomes than a human expert would.209 
This approach, however, is proving less and less convicing, for a number of reasons.  First, as 
AI capabilities advance, outperforming human experts may no longer suffice. The benchmark 
would then shift from comparing AI to humans, to comparing the performance of various AI 
models. Second, comparing the performance of an AI system to that of a human expert is an 
intricate exercise. While the system performance is generally quantifiable, for instance by 
applying accuracy metrics such as the F1-score,210 the human performance may be harder to 
measure–resulting in an assessment in abstracto.211 Third, the AI system’s failure to outperform 
humans does not necessarily imply negligence, as the system may still facilitate meaningful 
value creation through cost savings.212 The ad hoc evaluation should therefore balance system 
capabilities with user expectations.213 The proper reliance doctrine requires this evaluation to 
take place once, prior to the engagement of the system for a specific decision or series of 

 
205 Art. 10 (6) AI Act. 
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predicted to belong to a certain category). See Han et al. 2012, p. 364–365; Murphy 2012, p. 183; Rebala et al. 2019, p. 60 ff; 
Lindholm et al. 2022, p. 88; Herbosch 2023, pp. 37–38, no. 42. According to Hacker 2023, p. 34, a normalized F1-score of over 
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211 Herbosch 2023, p. 149, no. 182. 
212 Herbosch 2025, p. 409–410 and 431. 
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decisions. Nonetheless, as the system’s learning process continues to evolve, the good faith duty 
necessitates a regular reassessment of the suitability, as the director cannot reasonably state that 
the AI system he deploys is similar to the system that he selected, e.g., three months ago.214 

Undertaking an ad hoc evaluation may be costly and practically difficult, especially when the 
AI model is licensed or acquired from a third party (as there may be an information asymmetry 
between the acquirer and the developer in respect of the model’s qualities and performance).215 
To reduce these costs,216 the board could limit the evaluation process to an assessment of the 
system’s utility function217 and the usefulness thereof for the supported decision, when the 
performance of the system has already been established by an AI certificate. Such certificate 
proves that certain system qualifications or its compliance with certain standards has been 
assessed and verified by an independent organisation.218 It could amount to a similar status as 
that of the formal qualification of a human advisor (e.g., as engineer, certified accountant, or 
lawyer who passed the bar).219 While the certificate can help the board in proving that the 
deployed AI system maintains a desirable performance, the certificate itself is not sufficient to 
guarantee that the system is suitable to support a certain decision.220 Above all, certification 
requires appropriate standards against which the certification process is conducted, which do 
not yet specifically exist for corporate governance applications.221 The certificates issued under 
the European AI Act also appear to have limited legal value.222 It is the responsibility of the 
board to assess whether an industry certification process is suitable for the AI system in 
question, and whether the chosen system is appropriate for the decision that requires 
information input. 

§2. Supervision of the AI system 

Insofar the AI output is only one information source out of others, the board’s informational 
duties are not focused on the AI output alone. The procedural due care is applicable to the entire 
information basis of the board. Therefore, it is crucial that the board invests a reasonable effort 
to obtain other sources, and to ensure that they are reliable.  

While the information basis of recurring decisions and decisions of minor importance does not 
require special attention from the board, a different standard is set for decisions that are 

 
214 Cowger 2022-23, p. 183. 
215 See generally Möslein, Zicari 2021, p. 362; De Bruyne 2023, p. 73. 
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2023, p. 72; Kwiatkowska, Saillant 2024, p. 711; Wischnewski et al. 2024, p. 145. 
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in accordance with art. 43 (1) and Annex VII of the AI Act) focus strongly on the technical documentation of the AI model, as 
opposed to the system’s performance. Therefore, their legal value and economic significance are fairly limited. See, e.g., 
Möslein, Zicari 2021, p. 365; Kwiatkowska, Saillant 2024, p. 714–715. 
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economically important to the success and survival of the company,223 such as M&A resolutions 
given to the general meeting. For those decisions, the board is expected to give critical and 
thorough consideration to the information sources on the table and compare individual pieces 
of contradicting information.224 Transposed to decisions supported by AI, the board has the 
burden to perform a de facto cross-verification of the obtained AI output, by comparing it to the 
other reasonably available information sources.225 

On a more general note, the Delaware Supreme Court insists that the board is “entitled to good 
faith, not blind reliance”.226 Similarly, in a 2010 judgment of the Queen’s Bench Division, the 
Court stated that it is “a breach of duty for a director to allow himself to be dominated, 
bamboozled or manipulated by a dominant fellow director where such involves a total 
abrogation of this responsibility”.227 There is consensus in the literature that the duty of care 
does not allow the board to blindly rely on AI output for economically important decisions.228 
The European AI Act explicitly prohibits blind reliance for high-risk AI systems.229 
Overconfidence in the system could cause the board to become passive in the exercise of its 
judgment as it (unduly) trusts the system’s output as infallible.230 This overconfidence may 
result in poor governance decisions and other adverse results (i.e., the tech nirvana fallacy),231 
creating a similar (or even exacerbated232) effect as when the board is dominated by one 
member, or blindly relies on the advice of a human expert. Moreover, such an abdication of 
responsibility might constitute a de facto delegation of a certain task or decision to AI, which 
could be incompatible with the distribution of powers within the company.233 To prevent this, 
the board must reasonably consider the veracity of the system’s result, and reject obviously 
erroneous output. 

Whether the duty of care allows the board to exclusively rely on the system’s output as the sole 
basis for its decision (which is exceptional in M&A context), depends on a number of factual 

 
223 Spindler 2017, p. 723; Spindler 2018b, p. 45.  
224 Ibid. See also Smith v. Van Gorkom, 488 A.2d 858, 874 (Del. 1985) (in which the board approved a merger, based solely on 
a 20-minute presentation by the CEO, without obtaining a prior independent evaluation of the company’s share value; and was 
thus found to have breached its duty of care with gross negligence); Rokas 2013, p. 337. 
225 E.g., Judin 2023. For high-risk AI systems, the AI Act requires the system provider to perform a prior assessment of the 
availability, quantity and suitability of the needed data sets, an examination in view of possible biases, and the identification of 
possible data gaps and shortcoming. These mandated practices must be applied in an “appropriate” manner; see art. 10 (2) AI 
Act. They introduce a duty to the board to have the training and test data of high-risk systems checked for their relevance and 
representative dimensions with regard to the intended use case and decision. Interestingly, the latter implicitly requires a 
comparison and assessment of individual input data, while the director’s duty of care requires a comparison of output data (to 
other information sources). See also Yordanova 2024, pp. 270–275. 
226 In the context of proper reliance, although increasingly applied in general, see Smith v. Van Gorkom, 488 A.2d 858, 875 
(Del. 1985). See also Rokas 2018. 
227 Madoff Securities International Ltd (In Liquidation) v Raven, [2013] EWHC 3147 (Comm), no. 191. 
228 Spindler 2017, p. 723; Möslein 2018, p. 209; Spindler 2018b, p. 45; Wagner 2018, p. 1099; Zetzsche 2019, pp. 8–9; 
Hoerdemann-Napp, Pauli 2021, p. 134; Dubovitskaya, Buchholz 2023, p. 67; Lasar 2023, p. 106; Herbosch 2024, p. 168. 
229 See art. 14 AI Act on the requirement of human oversight for high-risk AI systems. 
230 Ahern 2024, p. 426. 
231 Enriques, Zetzsche 2020, p. 61. 
232 Hoerdemann-Napp, Pauli 2021, p. 134. 
233 See generally Staake 2011; Binder 2012a, p. 773; Wagner 2012, p. 657. 
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elements.234 The system may be trained on all reasonably available information, potentially 
more information than the human board members would have consulted without AI.235 Still, if 
presented to a court, the judge might take issue with the fact that the board did not comprehend 
the information on which their decision is made in case an inexplainable AI model is deployed. 
Some even argue that the board is by definition unable to make an advised judgment (and can 
even be considered grossly negligent) when no explainability methods are applied.236 However, 
for decisions that require large amounts of data, the use of explainability methods is an intricate 
(and sometimes impossible) process, while the deployment of an AI model may be the only 
method to understand the available data. Paradoxically, in those cases, not relying on an AI 
model could be considered as grossly negligent behaviour.237 Still, to prevent blind reliance, the 
board should take additional steps to assess the accuracy of the system that serves as sole 
information source. 

The German Ision-doctrine requires the board to perform a “careful” plausibility review on the 
obtained AI output, in order to gain liability protection.238 In a traditional context, it is accepted 
that this review does not require a substantive review of the expert opinion,239 but can be limited 
to evaluating the existence of (i) obvious errors, (ii) contradictions, or (iii) gaps in the reasoning 
process of the expert.240 The majority of German scholars accepts that it is possible to assess 
the plausibility of the results of an AI model,241 but that the board is not required to analyse the 
inferences of the system in great detail (such as its parameter distributions).242 This would be 
too demanding in light of the board’s lacking technical expertice,243 and would not be 
practically feasible for unexplainable AI models. 

While the Bundesgerichtshof seems to maintain that an ad hoc evaluation of individual expert 
advice is necessary, implying a continuous and labour-intensive monitoring task, it is contended 
that the Ision-monitoring duty should be more limited with regard to AI output.244 The review 

 
234 See for a different opinion: Cowger 2022-23, p. 166 (arguing that the director who solely relies on the data selection and 
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2010a, p. 124; Fleischer 2010b, p. 195; Peters 2010, p. 816; Binder 2012a, p. 772; Binder 2012b, p. 893; Merkt, Mylich 2012, 
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process cannot require the board to justify every single result of the AI system,245 rather, it 
imposes a specific supervision duty in respect of the overall consistency of the output.246 The 
plausibility test should in principle only relate to the general functionality or stability of the 
system.247 More stringent control requirements exceptionally exist in case of far-reaching 
decisions.248 

In respect of the general functionality of the system, the review must focus primarily on the 
questions of which data sets were fed to the model, how it was trained and tested, what the basic 
assumptions of the algorithm are, and what forms of feedback it received in case of 
reinforcement learning.249 In addition, the board must be in a position to identify obvious 
returning problems such as overfitting and data biases,250 and is then required to have the model 
retrained, or to fully refrain from using the model. Frankly, these requirements do not add much 
to what is already expected from the board under the duty of care.251 

In case the decision has significant economic importance, such as an M&A transaction, a review 
of the system’s general functionality will not suffice. For such decisions, the board is not only 
required to compare the output to other information sources, but also to rely on explainability 
methods.252 The literature maintains that the board should use counterfactuals (one specific type 
of post hoc explanations253), where minimal changes are made in the input data to achieve more 
desired output data, to fulfill the proper reliance conditions.254 

Both the selection prior to deployment and the supervision on the operation (the plausibility 
review in Germany) are a final responsibility of the board.255 The board, however, is ill-
equipped to do so, as it is generally not well-educated about technology matters.256 Therefore, 
it is accepted that the board depends on an independent expert with the necessary skills to judge 
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the advising AI system.257 The professional competences of this independent expert should then 
again be assessed by the board. Notably, the board should only engage the expert in case of 
doubt about the model’s performance, as it would otherwise have been more efficient to consult 
a human expert in the first place.258  

II. EXPLAINABILITY 

The general meeting of shareholders and other stakeholders are entitled to request an 
explanation of the decisions and actions of the board.259 Any questions on board decisions may 
make it necessary to explain the logic behind the AI system’s output if the board decision or 
action is based on it.260 In general, it is more careful to deploy an explainable AI system with a 
certain level of performance, than it is to deploy an unexplainable system with a similar level 
of performance, since interpretability allows the user to verify the output and prevent an 
undesirable decision on the basis of it.261  

While establishing some sort of conceptual reasoning behind the process wherein the model 
attaches weights (parameters) to the input data may help detect incorrect correlations and 
prevent exposure to legal risks, that knowledge does not necessarily create additional value for 
the company. Moreover, explainability brings forth additional human responsibility and 
supervision,262 which may diminish the efficiency benefits of deploying the AI system.263 As 
mentioned, the breadth of the information basis of any board decision implies a cost-benefit 
analysis.264 The expectation of the board to implement explainability measures depends on the 
availability of the used method, the impact on the system’s accuracy rate, and the usefulness of 
explainability for the decision in question. A distinction should be made between the two main 
methods to reach an explainable model, ante hoc transparency and post hoc explanations. 

With regard to ante hoc transparency, there is a general conception that a priori conceptual 
explainability comes to the detriment of the accuracy rate of certain models, such as random 
forests and deep neural networks.265 At the same time, it is argued that explainability may result 
in better decision-making in the long run,266 but we cannot see how this would be the case in 
relation to a single M&A transaction. An exception to this trade-off problem is the case of linear 
or logistic regressions, small decision and classification trees, and fuzzy inference systems, 
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Spindler 2023, § 93, no.136. See for the supervision on the expert: Krieger 2012, p. 502; Wagner 2012, p. 657; Fleischer 2019, 
§ 93, no.35f; Wagner 2018 p. 1103 (applied to AI systems); Hoedemann-Napp, Pauli 2021, p. 134 (applied to AI systems). 
258 Wagner 2018, p. 1103; Hoch 2019, p. 682; Linardatos 2019, p. 508, footnote 58; Spindler, Seidel 2022, p. 713, no.25. 
259 Linardatos 2019, p. 508. 
260 Lücke 2019, p. 1993; Lasar 2023, p. 114; Siebecker 2025. 
261 See in the precontractual context: Konertz, Schönhof 2020, pp. 123–124; Haagen 2021, pp. 283–284; Herbosch 2023, pp. 
152–153, no. 188. 
262 The interpretability of an AI model only becomes useful insofar a human operator verifies the given conceptual explanation. 
263 Hatfield 2019, p. 1119; Lee et al. 2021, p. 276. 
264 See in relation to the board’s reliance on big data Spindler 2018b, p. 45. 
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which are highly transparent predictors with high accuracy.267 However, these models can only 
designed for simple tasks, and are in general not suitable for a complex M&A environment. For 
these complex tasks, the board may not be inclined to opt for a transparent version of the AI 
model if that will result in a lower accuracy rate. 

With regard to post hoc explanations, there is no accuracy trade-off as a surrogate AI model is 
used in an attempt to make the underlying black box model explainable.268 The black box model 
is not altered to achieve explainability. Depending on the economic importance of the supported 
decision, the board may act more diligently if it considers a post hoc explanation. An interesting 
aspect of these explanations, is that they can be visualized into graphs, tables and diagrams, 
which allows the board to gain more insights from the model’s output, and more importantly, 
to identify false negatives and false positives. So far, however, there is no one-size-fits-all 
surrogate model that can be bought off the market.269 Surrogate models are generally custom-
built to approximate the behaviour of more complex models and vary based on the specific use 
case, data, and requirements.270 While there are popular methods to build such models, such as 
LIME (for classifiers), BETA (for classifiers) and SHAP (for any model, but in terms of game 
theory),271 the application of those methods implies a development cost.  

Importantly, when the board chooses to deploy an explainable rather than an unexplainable AI 
model, the board may expose itself to an increased expectation to evaluate its learning process. 
Then, it is possible that the board can no longer argue in good faith that it was unable to detect 
erroneous output, for example by assessing the subsequent decision nodes of a decision tree. 
Notably, this increased liability risk for directors is a cost that cannot be taken into account 
when the board makes the cost-benefit analysis in respect of a decision’s information basis, as 
only costs for the company can be part of that balancing exercise. 

The board’s understanding of an AI model can either concern its basic properties,272 or the 
process that led to its outcomes. From the perspective of the duty of care, there seems to be 
differential treatment between the understanding that the board should have of AI output, in 
comparison to traditional information sources. 

In general, the information on which the board bases its decision must be clear and 
comprehendible at face value, but does not necessarily require an apprehension of the process 
that has led to the information result. This matter can be compared to the board’s approval of 
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small loans to business partners, upon the request of the executive committee. In a relatively 
old case, an English court ruled that the board cannot severally examine the propriety of every 
loan, even as they turn out to defraud the company.273 Similarly, in case the board relies on 
human experts, there is no general expectation that the board obtains advice that it can 
reasonably understand (insofar this is possible274). 

Compared to the use of AI models, one would expect that there is no legal expectation for the 
board to comprehend the reasoning behind AI output, except when this is cost-efficient. In spite 
of this, there seems to be a consensus that the board needs to have a higher level of 
understanding when it comes to information gathered from deployed AI models.275 In any case, 
the board should make a reasonable effort to understand the basic properties of the deployed 
model, i.e., its functioning (input and output variables, learning method) and its limitations.276 
Conversely, the board should not be aware of the exact inference process that led to a specific 
output.277 These requirements may be tightened for economically important decisions, in which 
case the board may be found negligent if it chooses not to rely on an explainable model, insofar 
that would be cost-efficient.278 As explained above, the German Ision-doctrine also requires the 
use of an explainable model for those decisions. 

Interestingly, the European AI Act only places explainability obligations on the provider of the 
system.279 High-risk AI systems must be designed and developed in such a way to ensure that 
their operation is sufficiently transparent to enable users to interpret the system’s output and 
use it appropriately.280 Low-risk AI systems intended to interact with natural persons must be 
designed and developed in such a way that natural persons are informed that they are interacting 
with an AI system, unless this is obvious from the point of view of a natural person who is 
reasonably well-informed, observant and circumspect, taking into account the circumstances 
and the context of use.281 Presumably, the AI models deployed by the board in M&A context 
classify as low-risk.282 It will usually be clear to board members that the information they rely 
on is provided by AI. Moreover, the board has the general expectation to be aware of its 
information sources. Therefore, the low-risk transparency provision of the AI Act is not relevant 
in board context. 
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STANDARD OF REVIEW 

The informational standards of conduct, which arise from the duty of care, cannot in all cases 
be fully reviewed by the courts. Most jurisdictions apply limited standards of review, such as 
the business judgment rule, that limit the extent to which it is allowed to judicially review of 
the substance of a board decision, and the procedure used to reach that decision. With these 
standards, corporate law systems try to reduce the risk of hindsight bias, which is the inclination, 
after an event has occurred (ex post facto), to think that the outcome was predictable, despite 
the fact that there was no objective basis for that at the moment of making the decision.283 There 
is also a consensus that courts may lack the necessary knowledge about economics, business 
and finance.284 Directors should be able to take economic risks inherent to running a business, 
without being frightened to face liability claims as this might instigate risk aversion.285 The 
protection of these mechanisms therefore only applies to business judgments, as opposed to 
decisions for which the board is legally bound by a statutory provision that prescribes a certain 
course of behaviour.286 

I. THE BUSINESS JUDGMENT RULE 

The undeniable precursor of the business judgment rule is Delaware, which defines the rule as 
“a presumption that in making a business decision, the directors of a corporation acted on an 
informed basis, in good faith and in the honest belief that the action taken was in the best 
interests of the company”.287 To rebut the presumptive applicability of the business judgment 
rule, the plaintiff has the burden of proving that the board, in reaching its challenged decision, 
violated any one of its fiduciary duties under Delaware law (i.e., due care, loyalty, or good faith) 
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with gross negligence.288 Courts have described gross negligence in many ways,289 such as a 
“devil-may-care attitude or indifference to duty amounting to recklessness”290 or a “reckless 
indifference to or a deliberate disregard of the whole body of stockholders or actions which are 
without the bounds of reason”.291 

When the plaintiff fails to rebut one of the presumptions of the rule, the court will not second-
guess the decisions of “disinterested” directors.292 The reviewing court will only interfere if the 
decision lacks any rationally conceivable basis, thereby resulting in corporate waste or a lack 
of good faith.293 Should the plaintiff succeed in rebutting a presumption of the rule, the directors 
are required to prove on remand that the challenged M&A transaction was entirely 
(objectively294) fair as to both price and process (“dealing”), despite having violated a fiduciary 
duty.295 This rebuttal is known as the “entire fairness review”.296 

Notably, the board’s Revlon duty to achieve the best sale price reasonably available under the 
circumstances, is subject to an “enhanced scrutiny” review—Delaware’s intermediate standard 
of review.297 

 
288 Cede & Co. v. Technicolor, Inc. (Cede II), 634 A.2d 345, 361 (Del. 1993); Cinerama, Inc. v. Technicolor, Inc., 663 A.2d 
1156, 1164 (Del. 1995); McMullin v. Beran, 765 A.2d 910, 916-917 (Del. 2000). See also Uebler 2010, p. 1027. 
289 See Aronson v. Lewis, 473 A.2d 805, 812, footnote 6 (Del. 1984), which gives an overview of different descriptions used to 
illustrate the connotation of gross negligence. 
290 Firefighters’ Pension System of City of Kansas City, Missouri Trust v. Presidio, Inc., 251 A.3d 212, 287 (Del. Ch. 2021). 
291 Tomczak v. Morton Thiokol, Inc., 1990 WL 42607, 946 (Del. Ch. 1990); Benihana of Tokyo, Inc. v. Benihana, Inc., 891 
A.2d 150, 192 (Del. Ch. 2005); McPadden v. Sidhu, 964 A.2d 1262, 1274 (Del. Ch. 2008); Zimmerman v. Crothall, 2012 WL 
707238, 8 (Del. Ch. 2012). See also In re Walt Disney Co. Derivative Litigation, 907 A.2d 693, 780 (Del. Ch. 2005). 
292 Uebler 2010, p. 1027. 
293 Sinclair Oil Corp. v. Levien, 280 A.2d 717, 720 (Del. 1971); Aronson v. Lewis, 473 A.2d 805, 812 (Del. 1984); Unocal 
Corp. v. Mesa Petroleum Co., 493 A.2d 946, 954 (Del. 1985); In re Walt Disney Co. Derivative Litigation, 906 A.2d 27, 74 
(Del. 2006); In re Tesla Motors, Inc. Stockholder Litigation, 298 A.3d 667, 708 (Del. 2023); In Re Match Group, Inc. Derivative 
Litigation, A.3d 446, 459 (Del. 2024). 
294 The transaction itself must be found objectively fair, independent of the board’s beliefs. See Gesoff v. ICC Industries, Inc., 
902 A.2d 1130, 1145 (Del. Ch. 2006); In re McDonald's Corporation Stockholder Derivative Litigation, 291 A.3d 652, 686 
(Del Ch. 2023). 
295 Cede & Co. v. Technicolor, Inc. (Cede II), 634 A.2d 345, 361 (Del. 1993). See also Weinberger v. UOP, Inc., 457 A.2d 701, 
703 (Del. 1983); Mills Acquisition Co. v. Macmillan, Inc., 559 A.2d 1261, 1279 (Del. 1989); Nixon v. Blackwell, 626 A.2d 
1366, 1375-1376 (Del. 1993); Cinerama, Inc. v. Technicolor, Inc., 663 A.2d 1156, 1162 (Del. 1995); Emerald Partners v. Berlin, 
787 A.2d 85, 91 (Del. 2001); In re Walt Disney Co. Derivative Litigation, 906 A.2d 27, 52 (Del. 2006). 
296 Allen, Jacobs, Strine 2001, pp. 874–878; Allen, Jacobs, Strine 2002, pp. 460–462; Uebler 2010, pp. 1027–1028. 
297 Enhanced scrutinyrequires that challenged directors “bear the burden of persuasion to show that their motivations were 
proper and not selfish” and that “their actions were reasonable in relation to their legitimate objective”. See Unocal Corp. v. 
Mesa Petroleum Co., 493 A.2d 946, 955 (Del. 1985). 
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Germany also applies a version of the business judgment rule,298 although it can certainly not 
be considered a real safe harbour mechanism for business decisions. There are several299  
differences between the German and Delaware version of the rule. 

First of all, there is no reversal of the burden of proof as it is presumed that the director breached 
its duty of care as soon as the facts show that there was a possibility of wrongdoing,300 such as 
the use of a poorly performing AI model. As a result, the German rule only comes into play 
when the director proves that he could reasonably assume that he acted on the basis of 
appropriate information, i.e., that he deployed AI in a diligent manner, whereas the Delaware 
version presumes that prima facie (although the latter is challenged, cf. infra).301 

Secondly, the explanatory notes of the draft law refer to the ARAG v. Garmenbeck case for the 
interpretation of “reasonably”,302 and thus state that a business decision is not protected by the 
business judgment rule when it involves risks that are taken in “a totally irresponsible way”.303 
The court is required to review whether the director took irresponsible business risks by 
deploying AI tools in order to grant the protection of the business judgment rule, whilst the 
Delaware business judgment rule fully precludes judges from assessing the risk of that business 
decision.304 

The wordings of the Delaware rule appear to imply that the informed basis of a business 
decision, i.e., compliance with the standards of conduct for AI use, is presumed. To that end, it 
is important to highlight an inconsistency in Delaware case law. In Smith v. Van Gorkom, the 
Delaware Supreme Court stated that the party attacking a board decision as uninformed, must 
rebut the presumption that its business judgment was an informed one.305 Paradoxically, in that 
same opinion, the Court admitted that the business judgment rule offers no protection to 
directors who have made “an unintelligent or unadvised judgment”.306 The Court then 
concluded that the board was not entitled to the rule’s protection because it made procedural 

 
298 The German business judgment rule states that “there is no breach of duty when the […] director, on the occasion of a 
business judgment, could reasonably believe to be acting in the best interests of the company and on an appropriately informed 
basis” [own translation]. See S. 93 (1), second sentence AktG. This rule originates from ARAG v. Garmenbeck, NJW 1997, 
1926 (BGH 1997). 
299 Besides those explained, there are some other differences. For instance, the German rule only shields directors from 
violations of the duty of care, while the Delaware rule also covers breaches of the duty of loyalty and good faith. Also, the 
Delaware rule presumes that the director pursues the interests of the company in good faith, whereas the German rule requires 
the director to prove that his actions are unaffected by conflicts of interests or self-dealing, and serve to the benefit of the 
company (often considered as two separate conditions). See Entwurf eines Gesetzes zur Unternehmensintegrität und 
Modernisierung des Anfechtungsrechts (UMAG), Drucksachen Deutscher Bundestag (Bundesrat) 2002-05, no. 15/5092, p. 11. 
300 S. 93 (2), second sentence AktG. See also Seibert 2007, p. 772; Roth 2013, pp. 346–347; Holle 2016, p. 271; Koch 2016, § 
93, no. 16; Ott 2017, p. 159; Spindler 2023, § 93, no. 92. See for a minority view stating that the presumption of the business 
judgment rule is not rebuttable: Paefgen 2004, p. 258; Hopt, Roth 2015, § 93, p. 135, no. 67. 
301 Von Hein 2008, p. 921; Redeke 2011, p. 61. 
302 In German: “vernünftigerweise”. For a dogmatic discussion on its correct translation, see De Wulf 2017, pp. 263–264. 
303 Reference to ARAG v. Garmenbeck, NJW 1997, 1926 (BGH 1997); made in Entwurf eines Gesetzes zur 
Unternehmensintegrität und Modernisierung des Anfechtungsrechts (UMAG), Drucksachen Deutscher Bundestag (Bundesrat) 
2002-05, no. 15/5092, p. 11. 
304 Even when taking that risk is clearly irresponsible or unacceptable. See, e.g., In re Citigroup Inc. Shareholder Derivative 
Litigation, 964 A.2d 106, 130-131 (Del. Ch. 2009). See also De Geyter 2012, p. 1215, no. 33. 
305 Smith v. Van Gorkom, 488 A.2d 858, 872 (Del. 1985). 
306 Smith v. Van Gorkom, 488 A.2d 858, 872 (Del. 1985). 
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errors, thus establishing that procedural due care is a prerequisite for invoking the business 
judgment rule.307 Similarly, in the Aronson v. Lewis case, the Court insisted that the business 
decision at hand must be an informed one, for the director to invoke the protection of the 
business judgment rule.308  

These considerations created confusion about the allocation of the burden of proof with regard 
to the decision’s information basis. A decade later, in the Cede II309 and Cinerama II310 cases, 
the Supreme Court upheld the presumption that the decision to approve an M&A agreement 
was sufficiently informed,311 and thereby completely reversed its stance on the informational 
burden of proof.312 Since then, the Court of Chancery has consistently treated the informed 
basis as one of the presumptions that must be rebutted by the plaintiffs.313 This evolution is 
criticized,314 which has left certain authors to side with the original opinion of Smith v. Van 
Gorkom in terms of the burden of proof allocation.315 

In Germany, it is clear that the business judgment rule does not apply to the process leading up 
to business decisions.316 Still, the majority of the German literature acknowledges that the 
specific condition of an appropriate information basis should be reviewed by the court with 
reluctance.317 German courts usually judge the preperation of a decision with a sense of 
proportionality,318 and recognise that the informational requirements for directors may not be 

 
307 Eisenberg 1990, p. 959; Bainbridge 2004, p. 92. 
308 Aronson v. Lewis, 473 A.2d 805, 812 (Del. 1984). 
309 Cede & Co. v. Technicolor, Inc. (Cede II), 634 A.2d 345, 361 (Del. 1993). 
310 Cinerama, Inc. v. Technicolor, Inc. (Cinerama II), 663 A.2d 1156, 1162 (Del. 1995). See also Aronson v. Lewis, 473 A.2d 
805, 812 (Del. 1984); Solomon v. Armstrong, 747 A.2d 1098, 1111-1112 (Del. Ch. 1999). 
311 Such as the fact that the board failed to make a prudent search for alternatives before approving the agreement. See Cede & 
Co. v. Technicolor, Inc. (Cede II), 634 A.2d 345, 369 (Del. 1993). 
312 Bainbridge 2004, pp. 93–95. 
313 See the wordings of inter alia Levine v. Smith, 1989 WL 150784, 7 (Del. Ch. 1989); Solomon v. Armstrong, 747 A.2d 1098, 
1111–1112 (Del. Ch. 1999); Krim v. ProNet, Inc., 744 A.2d 523, 527 (Del. Ch. 1999); Crescent/Mach I Partners, L.P. v. Turner, 
846 A.2d 963, 984 (Del. Ch. 2000); In re Walt Disney Co. Derivative Litigation, 825 A.2d 275, 286 (Del. Ch. 2003); and more 
recently In re Sears Hometown and Outlet Stores, Inc. Stockholder Litigation, 309 A.3d 474, 513 (Del. Ch. 2024); Palkon v. 
Maffei, 311 A.3d 255, 268 (Del. Ch. 2024); Firefighters’ Pension System of City of Kansas City v. Foundation Building 
Materials, Inc., 318 A.3d 1105, 1139 (Del. Ch. 2024). See however, as dissenting opinion: In re Citigroup Inc. Shareholder 
Derivative Litigation, 964 A.2d 106, 124 (Del. Ch. 2009). 
314 This evolution is supposedly giving the business judgment rule the primary function of assigning the burden of proof, as 
opposed to precluding the court from deciding whether the directors violated their duty of care. By requiring the plaintiffs to 
rebut the rule by showing that the directors violated their duty of due care, the scope of judicial review of board decision-
making is widened (to not just its process, but also its substance). See Bainbridge 2004, pp. 94–95 and 101–102. 
315 See, e.g., Giraldo, Cañon 2005, pp. 21–22; Cowger (2022-2023), p. 166; Helleringer, Möslein 2025, pp. 1 and 4. See for a 
different opinion, e.g., Furlow 2009, pp. 1083–1084. 
316 There are only discussions about the extent to which the substance of those decisions can be reviewed. See, e.g., Holle 2011, 
p. 783; Redeke 2011, p. 62; Nauheim, Goette 2013, p. 2523; Bayer 2014, p. 2547; Holle 2014, p. 64; Spindler 2014, §93, no. 
56; Hopt, Roth 2015, § 93, p. 135, no. 159, p. 157, no.114 and pp. 161–162, no. 124; Nietsch 2015, pp. 661–665; De Wulf 
2017, pp. 265–266; Ott 2017, p. 170; Fleischer 2023, § 43, no. 91–93. 
317 Entwurf eines Gesetzes zur Unternehmensintegrität und Modernisierung des Anfechtungsrechts (UMAG), Drucksachen 
Deutscher Bundestag (Bundesrat) 2002-05, no. 15/5092, p. 12; Fleischer 2004, p. 691; Fleischer 2006, § 7, no. 59; Koch 2006, 
p. 789; Binder 2008, p. 280; Fleischer 2024, § 93, no. 93. 
318 E.g., ZIP 2007, 224, no. II ZR 243/05, no. 5 ff (BGH 2006); ZIP 2006, 2087, no. 1 U 34/03 (OLG Oldenburg 2006); ZIP 
2010, 1799, no. 18 W 1/10, I-18 W 1/10 (OLG Köln). 
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construed in an unrealistically demanding way.319 The board is granted some leeway in making 
a sensible cost-benefit analysis about the information basis of decisions,320 such as whether AI 
can be a component of that basis or not. 

In theory, the cost-benefit analysis that the board makes in its decision to implement or rely on 
AI as information source, is a business judgment in itself,321 which may be protected by the 
business judgment rule. According to Chancellor Allen, “the amount of information that it is 
prudent to have before a decision is made is itself a business judgment of the very type that 
courts are institutionally poorly equipped to make”.322 One could argue that, in a similar vein, 
the courts are ill-equipped to determine whether the use of an AI system in the preparation of a 
corporate decision is prudent or not. 

The burden of proof allocation under Delaware law implies that board’s AI use is presumed to 
comply with the procedural due care standards. Thus, the rule protects the board’s reliance on 
AI and gives the board the necessary leeway to use that technology. Any gross negligence 
committed in deploying AI should be proven by the plaintiffs, which leaves the directors in a 
comfortable position to experiment with AI systems in advisory position. The board cannot be 
held liable for normal business risks associated with its AI use, even if they result in damage to 
the company (except for “waste”323). 

Under German law, no presumption is applied, which results in the board’s burden to prove that 
(i) the entire information basis of its decision (including, potentially among other sources, the 
output of AI) was appropriate; (ii) no irresponsible risks were taken by relying on AI; (iii) the 
board was disinterested; and (iii) the board reasonably believed that the decision was taken in 
the best interests of the company. When that high bar of proof cannot be met, the board is not 
protected by the rule. The latter does not automatically result in the finding of a breach,324 as it 
is up to the plaintiff shareholders to substantiate such a breach. If the directors succeed in 
proving the aforementioned elements, they are protected by the rule and cannot be held liable 
for decisions based on an incorrect analysis of AI that turns out to be disadvantageous ex post.325 

 
319 E.g., ZIP 2012, 2061, no. 41 O 45/10 (LG Essen 2012); BB 2014, 2388, no. 39 O 36/11 (LG Düsseldorf 2014). See also De 
Wulf 2017, p. 266. 
320 See for criticism Hoor 2004, p. 2107.  
321 Binder 2008, p. 284 (in general); Spindler 2018a, p. 41; Möslein 2018a, p. 211; Lücke 2019, p. 1989; Zetzsche 2019, p. 8; 
Hoerdemann-Napp, Pauli 2021, p. 134; Spindler, Seidel 2022, p. 711, no. 19; Cowger 2022-23 pp. 165–166 (implicitly); 
Langheld, Haagen 2023, p. 1537; Langenbucher 2024, p. 12. See for a different opinion Helleringer, Möslein 2025, p. 6. 
322 In re RJR Nabisco, Inc. Shareholders Litigation, Del J Corp L 1989, 1132, 1165 (Del. Ch. 1989). 
323 A board decision constitutes waste if the plaintiff succeeds in proving that the exchange was “so one sided that no business 
person of ordinary, sound judgment could conclude that the corporation has received adequate consideration”. See Brehm v. 
Eisner, 746 A.2d 244, 263 (Del. 2000); In re Walt Disney Co. Derivative Litigation, 906 A.2d 27, 74 (Del. 2006); Glazer v. 
Zapata Corp., 658 A.2d 176, 183 (Del. Ch. 1993); In re Walt Disney Co. Derivative Litigation, 731 A.2d 342, 362 (Del. Ch. 
1998). 
324 According to the Bundesgerichtshof, the mere finding that the board did not fulfill its informational duty under the business 
judgment rule does not automatically lead to a breach of the duty of care or the nullity of the board decision. See NJW 2017, 
578, no. 5 Str 134/15, no. 31 (BGH 2016). 
325 Spindler 2023, § 93, no. 136. 
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For the purpose of a Delaware rebuttal of gross negligence, a “reckless” deference to AI as 
support tool for important corporate decisions should be proven. This may be the case when the 
board is deferring to an AI system that is not explainable, while an explainable AI system with 
a similar accuracy rate was available, and no other reliable information sources were 
considered. Gross negligence may also be established when the board failed to obtain 
information about accuracy rate of an AI system that appears to generate an abnormal amount 
of erroneous output, while the system was the only method to understand the complex available 
dataset. Another instance of gross negligence is the board’s decision to choose untested or 
unreliable information sources over an AI system that shows demonstrable performance. 

Upon a successful rebuttal by the shareholder plaintiffs, the Delaware board is given the burden 
of proving that the M&A transaction was entirely fair with regard to its price and its process. 
The ability of the board to prove that fair process, hinges once again on the measures that it 
took to gain an insight into the learning process of the AI system, and to supervise its 
operations.326 The board can substantiate its fair dealing by sharing the accuracy score of the 
system, sharing the training dataset, detailing its applied supervision model, and generating a 
post hoc explanation for the model’s output. As this review focuses on the fair dealing of the 
transaction in its entirety, the board should not prove that the help of AI allowed it to reach a 
deal that could have also been reached if the board relied on the advice of a human expert. 

Delaware shareholders can also choose to a priori exculpate directors from personal liability 
for a breach of most of their fiduciary duties.327 To this end, the shareholders or founders of the 
company can insert a provision in the certificate of incorporation. When implemented, personal 
liability for breaches is eliminated, but the duty of care as such remains,328 enabling injunctive 
relief to still take place.329 Inconspicuously, the exculpation does not eliminate liability for 
breaches of the duty of loyalty, acts or omissions in bad faith or with intentional misconduct or 
violation of the law, or any transaction from which the director derived an improper personal 
benefit.330 The exculpation option yields shareholders the power to fully eliminate the monetary 
liability for any breaches of the informational standards of conducts in relation to AI—with 
respect to internal liability. 

Most other jurisdictions do not allow a Delaware-style a priori exculpation. The system of a 
posteriori shareholder approval (such as “Corwin cleasing” in Delaware,331 duty discharge in 

 
326 For a different opinion, see Cowger 2022-23, p. 167. 
327 S. 102 (b) (7) Delaware (US) General Corporation Law 2016. 
328 Eisenberg 1990, p. 970; Velasco 2015, p. 656. 
329 Delaware Supreme Court (US) 25 June 1996, Arnold v. Society for Sav. Bancorp, Inc., 678 A.2d 533, 542; Delaware Supreme 
Court (US) 27 August 2001, Malpiede v. Townson, 780 A.2d 1075, 1093. 
330 S. 102 (b) (7) Delaware (US) General Corporation Law 2016. For criticism, see Allen, Jacobs, Strine 2001, pp. 877–878. 
331 Under Delaware law, shareholders are provided with the conditional option to approve or cleanse an M&A transaction that 
was initially ill-informed from the perspective of the board (“Corwin cleansing”). In case of a successful Corwin cleansing, the 
presumption of the business judgment rule is in principle deemed irrebuttable, and the entire fairness standard is not applied. 
See Corwin v. KKR Financial Holdings LLC, 125 A.3d 304, 309 (Del. 2015). See also, e.g., In re Volcano Corporation 
Stockholder Litigation, 143 A.3d 727, 739 (Del. Ch. 2016); In re Dell Technologies Inc. Class V Stockholders Litigation, 2020 
WL 3096748, 14 (Del. Ch. 2020); In re Columbia Pipeline Group, Inc. Merger Litigation, 299 A.3d 393, 493 (Del. Ch. 2023). 
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Belgium,332 and liability relief in Germany333) should be preferred over the system of a priori 
exculpation. The main reason for this is the legitimate concern that exculpation gives 
shareholders the option to waive their liability claims without proper knowledge of the 
circumstances of a board decision and the extent to which AI has been used in that decision-
making process. Any such liability waivers should only be given after a full disclosure to the 
shareholders of the facts that shaped the decision process, as the board can otherwise abuse the 
shareholder approval to recklessly rely on AI technology. 

II. ALTERNATIVE APPROACHES 

Not all jurisdictions apply strong limitations on the judicial review of business judgments. For 
instance, Belgium334 and the Netherlands335 apply the principle of so-called “marginal review” 
(“marginale toetsing”) as a vague signal to refrain judges from engaging in the policy aspects 
of directors’ business judgments.336 As opposed to Delaware’s business judgment rule, this 
principle does allow the judicial review of the substance of the decision, albeit with the 
necessary precaution and reluctance.337 Also in contrast with Delaware, Belgian law does not 
presume that the director acted in a careful manner, hence there is no reversal of the burden of 
proof.  

In the United Kingdom, the Law Commissions thought the business judgment rule unnecessary, 
as they confirmed the existence of a long-established judicial approach not to “judge directors 
with the wisdom of hindsight and […] ‘second-guess’ directors on commercial matters”.338 
Traditionally, English courts have upheld the idea that it would be wrong “to substitute [their] 
opinion for that of the management, or indeed to question the correctness of the management’s 
decision […] if bona fide arrived at”.339 They insist not to “interfere with the business judgment 

 
332 Under Belgian law, the general meeting is expected to hold a vote on the duty discharge (“kwijting” or “décharge”) of the 
board of directors. The Belgian discharge is more general than that of Corwin cleansing, as it relieves the board from all liability 
claims of the company in relation to duty violations committed in the capacity of director over the past fiscal year, as opposed 
to only those claims with regard to a single M&A transaction. See Art. 5:98, par. 2 WVV; art. 6:83, par. 2 WVV; art. 7:149, par. 
2 WVV. See also Vandenbogaerde 2009, pp. 35–41; Braeckmans, Houben 2021, p. 348, no. 722; Tilleman, Dewaele 2022, pp. 
734–735, no. 1159. 
333 Under German law, liability relief can only be given by the general meeting three years after the suspicious board action has 
taken place. See S. 93 (4), third sentence AktG; Roth 2013, p. 343. 
334 Art. 2:56, para. 1, third sentence WVV. See also Explanatory Notes Kamer 2017-18, no. 54-3119/008, pp. 59–60; Geens, 
Vananroye 2002, p. 8, no. 8; Vandenbogaerde 2009, p. 66; Braeckmans, Houben 2021, p. 306, no. 639; Tilleman, Dewaele 
2022, pp. 747–749, no. 1174. 
335 Art. 2:9 (2) BW (NL) states that Dutch directors may be held liable, unless when no “serious reproach” (“ernstig verwijt”) 
can be attributed to them. The literature accepts that this provision refers to the principle of marginal review. See Roest 2023, 
art. 9. For a comparison between the Dutch principle of marginal review and the Delaware business judgment rule, see Assink 
2007, pp. 243 ff. 
336 Geens, Vananroye 2002, p. 8, no. 8; Clottens et al. 2022, pp. 1661–1662, no. 216. 
337 De Wulf 2002, pp. 393–394, no. 771–772. 
338 The Law Commission, The Scottish Law Commission 1999, p. 53, no. 5.28–5.29; Davies et al. 2021, pp. 297–298, no. 10-
048. For a critique, see Riley 1999, pp. 697 ff. 
339Howard Smith Ltd v Ampol Petroleum Ltd, [1974] A.C. 821, 832 (Privy Council 1974). See also Re Smith & Fawcett Ltd, 
Ch. 304 (Court of Appeal 1942); Re Tottenham Hotspur plc v Edennote Plc, [1994] B.C.C. 681 (Chancery Division 1994); 
Runciman v Walter Runciman plc, [1992] B.C.L.C. 1084 (Queen’s Bench Division 1992). See also Cheffins 1997, pp. 312–
314. 
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of directors in the absence of allegations of mala fides”.340 However, not all empirical studies 
support this assertion.341 

The English tradition can assumedly be positioned between the German and Delaware regimes, 
in light of the strong conviction that the court may not evaluate the director’s balancing exercise 
between competing interests. The common law “no-conflict” rules342 still yield courts the power 
to assess conflicts of interests, as these conflicts essentially prevent the board from performing 
a proper balancing exercise. In a similar vein to the corporate waste exception under Delaware 
law, the Privy Council held that “a director may not knowingly stand by idly and allow a 
company's assets to be depleted improperly”, indicating that courts have the power to review 
such a failure to act.343 

Notably, the principles on judicial review that Belgium and the United Kingdom apply, only 
curb or discourage the court’s assessment of the substance of business decisions. The procedure 
leading up to those decisions, such as their information basis, appears to be subject to a full 
judicial review. As a result, the standards of review in both jurisdictions do not appear to protect 
the board in relation to its advisory AI use. 

BRIDGING THE GAP BETWEEN EXTERNAL AND INTERNAL AI-
GUIDED M&A IMPLICATIONS 

REGIME OVERVIEW  

The preceding discussion allows us to draw some general conclusions regarding the relevant 
legal protections when using AI to support M&A transactions. At an external level, in the 
relationship with potential tool providers, it is evident that the inherently imperfect nature of AI 
implies that incorrect AI output does not in itself constitute negligence on the part of the system 
provider or deployer. Additionally, our analysis highlighted the critical importance of 
contractual performance guarantees and liability clauses in this context. In the absence of a 
relevant clause, the tool provided should generally be fit for the intended purpose. In such cases, 
the tool should also perform reasonably well—an abstract standard to be assessed contextually. 
Part of that context includes how costly or accessible it may have been for the provider to 
improve the tool’s performance, implying a cost-benefit analysis. The assesment is also 
impacted by external standards, even when they are not directly applicable, such as the high-
risk system standards found in the European AI Act. It was also clear that such tools should 
facilitate human verification of the AI output. 

When the tool is deployed by a service provider—such as a law firm—external to the buyer, it 
is crucial to emphasize that the presence of AI does not alter the fundamental obligations of the 

 
340 Devlin v Slough Estates Ltd and others, 1 WLUK 91 (Chancery Division 1982). 
341 One study found that British courts do review the substance of business decisions and that rates of liability for business 
judgments have increased since 1 October 2007 (i.e. the entry into force of the Companies Act of 2006). See Keay et al. 2020. 
342 See Davies et al. 2021, pp. 299–300, no. 10-051. 
343 Byers v Chen, [2021] B.C.C. 462, no. 92 (Privy Council 2021). This judgment is affirmed by Henderson and Jones Ltd v. 
Ross, [2023] 5 WLUK 399, no. 407 (Chancery Division 2023). 
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service provider. Generally, a duty of best efforts continues to apply. Indeed, the increasing 
development and adoption of AI tools may render their use commonplace, or even necessary, 
for such providers. The duty of best efforts requires that the service provider reasonably selects 
the tool, ensures its adequate training—if that training is not handled by the tool provider—and 
supervises its use. The latter likely entails a duty to spot obvious errors. More generally, the 
degree of training and supervision required will vary depending on the context, in addition to 
the price of the service. In any event, it is advisable that parties expressly incorporate this 
understanding into their contracts where desired, but the service provider generally cannot 
contractually exclude his obligation to exercise some degree of supervision over the tool’s 
deployment. 

Regarding the potential implications for contract validity, it is important to note that any mistake 
based on AI-generated output should be excusable, consistent with traditional principles. This 
requires that the mistaken party acted reasonably—an assessment that is, once again, context-
dependent, entailing the elements discussed earlier in the context of potential liability claims 
against the developer or deployer. Reliance on an AI system does thus not automatically equate 
to reasonable behaviour, although the deployment of such a tool may be considered an indicator 
of reasonableness, akin to consulting a human expert. To ensure excusability, the buyer must 
ensure the AI system’s suitability and accuracy for the specific task. Depending on the context, 
supervision may also be required. 

If the tool malfunctions due to data provided by the counterparty, excusability is more likely—
especially where that data was provided intentionally on purpose. Generally, the mistake regime 
is excluded when the error concerns the value of the target. However, this may differ if the 
mistake also concerns a crucial contractual element influencing that value. Additionally, courts 
are more reluctant to recognise mistakes, traditionally, in share purchases if the error relates to 
the target company's assets. Buyers should also be aware of contractual clauses limiting the 
applicability of the mistake regime. While a complete exclusion may not be valid in all 
jurisdictions, such clauses can significantly hinder reliance on excusable mistake.  

Turning to the internal process in corporate decision-making, the board bears a best efforts duty 
that is similar to that of the tool provider towards the company. The prodecural due care 
component requires intermediate M&A decisions of the board to be based on available 
information with a reasonable accuracy and reliability. Insofar AI output makes up part of that 
information basis, the deployed AI system should be sufficiently suitable for the intended M&A 
task, as already required in the external relationship. In this context, the system must be 
appropriately tested, and its training and input data must be relevant to its use case. If the board 
wants to enjoy liability relief under the German and Delaware proper reliance doctrines, an ad 
hoc evaluation or certification of performance levels may be necessary, and as the tool evolves, 
an ongoing reassessment. External certifications and standards, such as those under the 
European AI Act, can inform this assessment but are not, in themselves, conclusive as of yet. 

Regarding AI system supervision, the duty of good faith precludes the board from blindly 
relying on AI output, and generally necessitates a de facto cross-check against other reasonably 
available sources. Increased diligence is especially required for economically significant 
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decisions—such as in M&A context. Boards are in any case expected to identify obvious errors, 
even if they are not obligated to verify every detail of the system’s operation. Assistance from 
an external IT expert is generally not required, but may become necessary where doubt persists 
over the obtained results of the system, especially when the board does not have technical 
expertise or specialist knowledge. In case the AI output is the only available information source 
to the board, cross-checks against other sources are not possible, and stricter supervision 
expectations prevail. 

On explainability, boards must understand the basic functioning of any AI tool they use—its 
inputs, outputs, and limitations. For high-impact decisions, explainable models are preferable 
to black box models where cost-efficient, and occassionally required when liability protection 
is sought for under the proper reliance doctrines of Delaware and Germany. A full understanding 
of the system’s internal workings is not generally required unless when justified by the 
decision’s impact. If the AI system’s “decision-making process” is not understandable, the need 
for careful selection and training of the tool should be underscored. 

In making these assessments, the board enjoys some discretion. Under the Delaware business 
judgment rule, it is presumed that the board acts in the company’s best interest and on an 
informed basis. Board liability requires proof of gross negligence, which the board can rebut 
by demonstrating the fairness of its decisions in price and dealing. Accordingly, erroneous 
decisions, including those involving AI, do not result in liability absent gross negligence—such 
as reckless selection or reliance on AI. Similarly, UK law alleges to avoid second-guessing 
board decisions, even without a formal business judgment rule, provided that decisions were 
made in good faith. Empiral studies do not always back this claim. 

The German business judgment rule does not include a presumption of due care. Instead, boards 
must demonstrate that decisions were based on appropriate information. If the board can show, 
among other things, that no irresponsible risks were taken, liability is generally avoided. 
TheGerman courts appear reluctant when reviewing the procedure of business judgments. 
Conditions of the Ision-doctrine, however, are subject to a full judicial review. 

The review of board decision-making is most stringent in jurisdictions such as Belgium and the 
Netherlands, where no review standard akin to the Delaware rule exists. Even so, courts 
typically refrain from scrutinizing policy decisions that fall within the bounds of reason. 
Therefore, board liability for AI use is unlikely if the tool was employed reasonably and for its 
intended purpose, although there is no review standard that prevents the courts from second-
guessing that AI use. 

COMPARISON AND DISCREPANCIES 

The preceding overview helps identify commonalities that M&A acquirers should consider to 
optimize their internal and external legal protection. In this section, we will pay particular focus 
to the position of the buyer and its shareholders, assessing the elements that determine whether 
they might end up bearing the risk of AI deployment. 
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Beginning with similarities between the internal and external regimes, a first similarity is how 
both components highlight the need for AI tools with a reasonable level of accuracy in order 
for external service or tool providers and board members to be able to shield themselves from 
potential liability claims. It is equally required in most jurisdictions, with a notable exception 
for German law, should the buyer desire to invoke the mistake regime to annull the sale 
altogether—although the relevant threshold in that instance is generally difficult to meet given 
the impact of contractual clauses affecting the mistake doctrine. 

More generally, the highly context-dependent requirement of adequate accuracy can be 
specified through a cost-benefit analysis—not requiring parties to train or develop an AI system 
if it is not economically viable—or through external standards. Although the European AI Act’s 
standards are not directly binding for low-risk AI systems such as those discussed here, they 
may exert an indirect influence. More particularly, in the relationship with external tool or 
service providers, this assessment can be influenced by the terms of the relevant contract. 

Similarly, both the internal and external regimes emphasize the importance of a certain level of 
explainability, as this enables and reinforces supervision. In the internal context, this may be 
crucial under the German Ision-doctrine. More generally, both contexts limit legal protection 
for boards or external service providers that rely blindly on AI tools. Each regime also 
underscores the need for careful selection of prospective AI tools or providers, eerily similar to 
the diligence expected when consulting a human advisor. 

A second similarity, more broadly, is that for both regimes these requirements are evaluated 
through the decision-making of the relevant actors. When the board or an external service 
provider did not program the AI tool themselves, the relevant question becomes how they 
selected and deployed the AI tool in light of the tool’s limitations and strengths. A clear 
conclusion is that AI does not excuse parties from fulfilling existing obligations. Where 
traditional legal frameworks require reasonable effort, that standard is not diminished in the AI 
context, but rather translated into efforts related to tool selection—including accuracy and 
explainability—appropriate optimization, and ongoing supervision.  

Thirdly, both regimes do not require perfect performance, which would not be technichally 
attainable. Standards of reasonableness are assessed through a cost-benefit analysis. This helps 
determine the extent of the relevant obligations under both. 

Fourth, both regimes allow AI involvement to be to be considered a “positive”, contributing to 
behaviour that can be qualified as “diligent” or “reasonable” or at least more so than in the 
absence of AI. AI deployment can be considered akin to consulting external expertise. Under 
the mistake regime, for example, a strong parallel exists between obtaining “advice” from a 
human expert and an AI system. This resemblance also appears in the internal regime under 
German law, albeit with some hesitation, where AI may be qualified as expert if sufficiently 
supervised and explainable. Thus, it is generally more diligent to involve an AI system than to 
rely solely on internal resources. This assessment can be further reinforced by a cost-benefit 
analysis that may well support the use of an AI tool over a human expert in domains where AI 
systems excel, such as data-based environments alike M&A. 
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Fifth and finally, both regimes share a crucial implication in case the acquiring company or its 
shareholders fail to show how an external provider or their board failed to live up to the required 
standards of reasonableness. In that case, the buying corporation will bear the risks of the AI 
deployment. Moreover, contractual terms heavily influence this assessment, particularly with 
regard to the external component. If the buyer fails to show their own diligence, for example, 
which is generally burdened by contractual terms and conditions allocating risks and 
responsibility, they are unable to invoke the mistake regime and annull an undesirable 
acquisition. Similarly, terms in contracts with service and tool providers may make it very 
difficult to show that these providers have failed to live up to the contract. A crucial safeguard 
in this regard, however, is that such clauses cannot go as far as to eradicate the essence of the 
contract. More generously but in the same vein, many legal systems exclude liability for gross 
negligence. 

While the impact of contractual terms is generally more nuanced for internal board liability, the 
starting point there is equally skewed against shareholders—in the sense that they need to 
overcome the (sometimes explicit) presumption that the board has acted diligently. In each of 
these instances, should the risks of erronenous AI output materialize, shareholders are thus most 
likely to pay the price.  

Nonetheless, key differences persist between the internal and external regime. First, the external 
regime is largely driven by a detailed assessment of the reasonableness of reliance on AI output, 
for which the mistaken buyer ultimately bears the burden of proof. This applies similarly if the 
buyer obtained the tool themselves through an external AI tool provider. The internal regime, 
by contrast, is characterized by an implicit trust in the board’s business judgments—particularly 
in jurisdictions such as the US, UK, and Germany. Delaware law explicitly presumes the 
board’s good faith, and requires the plaintiff to prove gross negligence. The German board only 
needs to demonstrate that its decision had an overall appropriately informed basis, and that no 
irresponsible risks were taken. For regular business risks that were taken by relying on AI, board 
liability may be hard to achieve for shareholders. 

The external component’s emphasis on an in-depth assesment may be problematic in light of 
the risk hindsight bias, and the general finding that courts may be ill-equipped to assess the AI 
use in an M&A context. Faced with an underperforming AI tool or an underperforming service 
provider deploying AI, corporations may have a difficult time obtaining damages for a 
contractual breach. For the former category, that would be greatly facilitated if the contract were 
to explicitly state the minimum performance levels the tool should meet. More generally, M&A 
buyers are likely to be confronted with contractual clauses that limit the liability of the tool or 
service provider for any poor AI quality or deployment, as stated earlier.  

Second, there is a contrast in the nature of the assessment. The internal standards of conduct for 
AI uses are predominantly objective, with only a minor exception under UK law, whereas the 
external assessment is more subjective. This applies, generally, for liability assessments, but it 
is even more evident in the mistake regime. Consequently, increased experience with AI tools 
may raise the diligence standard in the external context, while largely leaving internal standards 
unchanged. The fact that a director has specialist knowledge about AI, raises the external 
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diligence standard for the company, but not necessarily the internal standard for the director 
itself. The latter may cause a moral hazard issue. 

Combining these two elements, it is crucial to underscore the fundamental differences regarding 
the risk distribution for impoper AI use in M&A context. Different thresholds are deployed to 
assess external liability and internal liability—indicating that instances of external liability of 
the company (e.g., as a poor AI service was provided) do not necessarily give rise to internal 
liability of the board (e.g., because of poor selection of the service provider) and vice versa. 
This applies, in particular, under the board-friendly safe harbour regime of Delaware.  

These simarities and differences, taken together, indicate how the risks of improper AI use 
largely rest with M&A acquirers, and more particurly their shareholders. This applies even 
despite the fact that shareholders regularly have no direct or positive say on if or how AI is 
deployed, as they are precluded from interfering in governance matters. As with other high-risk 
decisions taken by the board, shareholders cannot do much to limit that risk, besides launching 
non-binding shareholder resolutions and refusing the board an exculpation or duty discharge. 
Shareholder agreements can also be a valuable tool, although they are not easily enforceable 
against the company or its board. When the improper AI use comes to light before the closing 
of the transaction, a refusal to approve could be an ultimate remedy, although shareholder 
approval is in many cases just a formality. 

Externally, shareholders could try to ensure that clauses with external tool providers—if they 
decide to deploy the tool themselves—explicitly detail the required performance of that tool. 
Similarly, for service providers deploying the tool for them, they could require minimum 
performance of the tool deployed and expand on the supervision the service provider should 
implemenet. With regard to the M&A transaction itself, they should ensure that the preliminary 
agreements with the target company do not excessively broadly allocate the risk of incorrect 
information or verification to the acquirer. 

CONCLUSION 

AI systems play an increasingly important role in facilitating all aspects of M&A transactions, 
particularly in the due diligence analysis that precedes such transactions. With that potential 
come significant risks. The inherently imperfect nature and distinct “decision-making” of AI 
systems mean some outputs will be manifestly incorrect and conceptually inexplicable, 
potentially leading to undesirable transactions. 

This article has analysed the legal implications of such AI use. It has highlighted the relevance 
and applicability of existing legal standards concerning external tool and service providers, 
contract validity, and the potential internal liability of board members. Our analysis shows that 
standards such as the duty of care already imply thresholds for responsible AI deployment, both 
externally and internally, without requiring entirely new regulatory regimes. The interplay 
between internal and external regimes leads to the general finding that the risks of that AI use 
rest with the shareholders of the acquiring company. 
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On a more general level, this article raises questions about AI exceptionalism. Despite their 
potential and uniquely challenging traits, AI tools may be more akin to traditional products than 
they first appear. In many respects, the challenges AI presents in relation to risk allocation in an 
M&A context mirror more traditional and general issues inherent to corporate decision-making 
and contract law. 
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